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1 System Design Process 
The purpose of this document is to share a system design methodology that promotes successful deployment of 
geographic information system (GIS) technology.  Guidelines include appropriate rationale and logic to deploy and 
support a system that will satisfy initial performance needs for most of our customers.  Once the initial implementation is 
operational, the system environment can be further tuned and adjusted to fit specific customer requirements.  

1.1 What Is System Architecture Design? 
System architecture design is a process developed by ESRI to promote successful GIS implementations.  This process 
supports existing infrastructure requirements and provides specific recommendations for hardware and network solutions 
based on existing and projected user needs.  Application requirements, data resources, and people within an organization 
are all important in determining the optimum hardware solution as shown in figure 1-1.  The ESRI system architecture 
design process provides specific deployment strategies and associated hardware specifications based on identified 
operational workflow requirements. 

Figure 1-1 
System Architecture Design Process 
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1.2 Why Is System Architecture Design Important? 
A distributed computer environment must be designed properly to support user performance requirements.  
The weakest "link" in the system will limit performance.  The system architecture design process develops 
specifications for a balanced hardware solution.  Investment in hardware and network components based on a 
balanced system load model will provide the highest possible system performance at the lowest overall cost as 
shown in figure 1-2. 



 
System Design Strategies 1.0  System Design Process   

 C11144-11 

 

 
 

ESRI Technical Reference Document 1-2 

Figure 1-2 
Why Is System Architecture Design Important? 
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System architecture design provides a framework for supporting the implementation of a successful enterprise GIS.  User 
workflows must be designed to optimize interactive client productivity and efficiently manage heavier geoprocessing 
loads.  The geodatabase design and database selection should be optimized to support performance requirements.  
System platform selection (servers, client workstations, storage) must have adequate performance and capacity to 
support peak user workflow requirements.  The system architecture design strategy must address performance needs and 
bandwidth constraints over distributed communication networks—technology and configuration must be selected to 
conserve shared infrastructure resources.  System architecture design provides a solid foundation for building a 
productive operational environment.   

1.3 What Does It Take to Support Successful GIS Operations? 
There are several critical deployment stages that support a successful implementation.  Understanding the importance of 
each stage and the key objectives that support success will lead to more effective enterprise implementations.  Figure 1-3 
shows the different stages of  GIS deployment. 
 

Figure 1-3 
GIS Deployment Stages 
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 Requirements Stage.  Understanding GIS technology alternatives, quantifying GIS user requirements, and 
establishing an appropriate system architecture design deployment strategy are critical during the requirements 
stage.  Capacity planning during this phase can establish preliminary software performance specifications.  This 
is a planning stage where "getting it right" can save considerable effort and money throughout the following 
implementation. 

 Design Stage.  System development and prototype functional testing build the components and confidence to 
support the follow-on deployment.  This is where time and money are invested to build and test the selected 
environment.  Initial prototype testing demonstrates functionality and reduces implementation risk.  Preliminary 
software performance testing can validate initial capacity planning assumptions. 

 Construction Stage.  A successful initial system deployment can set the stage for success.  This is where the 
solution comes together and final operational support needs are validated.  This is an important time to 
demonstrate performance and the capacity of the deployed system and validate that the selected hardware and 
infrastructure will support full production deployment. 

 Implementation Stage.  Final system procurement and deployment demonstrate operational success.  Capacity 
planning metrics can be used to monitor and maintain system performance objectives.  Good planning, 
development, and testing will support a smooth deployment, productive operations, and satisfied users. 

Getting it right from the start is best done by taking the time to understand the technology, quantify user requirements, 
select the right software technology, and deploy the right hardware.  Not getting it right from the start will cost money to 
make it right later.  The cost of change increases exponentially further along in the project. 
 
1.4 System Design Process 
The traditional system design process includes a GIS needs assessment and a system architecture design.  The system 
architecture design is based on user workflow requirements identified in the GIS needs assessment.  The most effective 
system design approach will consider user needs and system architecture constraints throughout the design process.  
Figure 1-4 provides an overview of the System Design process. 
 

Figure 1-4 
System Design Process 
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 GIS Needs Assessment.  The GIS needs assessment includes a review of user workflow requirements and 
identifies where GIS applications can improve user productivity.  This assessment identifies GIS application 
and data requirements and an implementation strategy for supporting GIS user needs.  The user requirements 
analysis is a process that must be accomplished by the user organization.  A GIS professional consultant 
familiar with current GIS solutions and customer business practices can help facilitate this planning effort. 

 System Architecture Design.  The system architecture design is based on user requirements identified by the 
GIS needs assessment.  Customers must have a clear understanding of their GIS application and data 
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requirements before they are ready to develop system design specifications.  System implementation strategies 
should identify hardware purchase requirements "just in time" to support user deployment needs. 

The system design begins with a technology exchange.  The technology exchange provides a foundation for client 
support throughout the design process.  Client participation is a key ingredient in the design process.  The design process 
includes a review of the existing computer environment, GIS user requirements, and system design alternatives.  The 
system design capacity planning tools provided by ESRI translate projected peak user workflow requirements to specific 
platform specifications.  An integrated implementation strategy is developed to support GIS deployment milestones. 
 
1.5 Supporting Technology 
Distributed GIS solutions include integration of a variety of vendor products.  Each product implements a component 
technology required to support the enterprise computing environment.  Integration of this multivendor environment is 
made possible through voluntary compliance with generally accepted industry interface standards.  

A general understanding of the primary supporting technologies associated with a GIS enterprise solution provides a 
foundation for supporting the system architecture design process.  Figure 1-5 identifies the key technology building 
blocks supporting a distributed GIS environment. 

Figure 1-5 
Supporting Technology 
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 GIS Software Products.  A variety of GIS software was developed by ESRI over the past 38 years.  Each 
product solution was developed to support specific user requirements.  Section 2.0 describes how these 
solutions fit together to support the growing needs of the GIS user community. 

 Network Communications.  Network communications provide the connectivity for powerful GIS enterprise 
solutions.  A fundamental understanding of network communications helps developers build better applications 
and establish efficient user access to shared data resources.  Section 3.0 provides an overview of network 
communication concepts and identifies GIS design standards for successful distributed GIS environments. 

 GIS Product Architecture.  An enterprise GIS solution includes a variety of ESRI and third-party vendor 
products.  These products must interface with one another to support an integrated GIS solution.  Section 4.0 
provides an overview of the system architecture components required to support distributed GIS operations, 
Section 5.0 discusses enterprise security, and Section 6.0 addresses data administration. 

 System Design Sizing Models.  The system design models translate peak capacity hardware loads developed 
during the user workflow analysis to specific platform specifications required to support operational 
requirements.  Section 7.0 discusses the technical assumptions supporting the ESRI sizing models, identifying 
fundamental performance relationships between the distributed computing platform components supporting the 
GIS hardware solution. Capacity planning tools are introduced to record target performance metrics and model 
system performance relationships.  Section 8.0 identifies how to apply these sizing models and use the capacity 
planning tools in the real world of rapidly changing hardware technologies. The capacity planning tools use 
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Vendor published relative performance benchmarks along with the performance sizing models developed in 
section 7.0 to identify required hardware specifications. 

 User Needs and Configuration Strategy.  The system architecture design process starts with a GIS user needs 
assessment.  The results of the GIS user needs assessment identifies requirements that must be satisfied by the 
system architecture design.  The capacity planning process provides a methodology to translate peak user 
workflow requirements to an appropriate GIS technical architecture solution.  Peak capacity needs are translated 
to peak hardware and network loads for design analysis.  Section 9.0 provides an overview of the user needs 
assessment and analysis used to support distributed GIS technical architecture design. 

 Implementation Strategies.  An appropriate implementation strategy sets the framework for successful 
deployment.  Proper staffing and executive sponsorship are critical for developing long-term support for 
enterprise GIS operations.  Project management and a well-defined deployment strategy establish achievable 
expectations and set critical milestones to ensure success.  An effective deployment strategy supports early 
problem identification and reduces implementation risk.  Knowing what and when to test can save money and 
effectively promote successful deployment.  System deployment schedules and implementation planning can 
facilitate timely delivery.  System tuning and selected performance validation testing can ensure productive 
operations during peak performance loads. 

Technology is changing very rapidly.  Most enterprise GIS deployments evolve over years of commitment, planning, and 
hard work.  It is essential in today's world to plan for technology change and update these plans on an annual basis.  GIS 
projects should be planned to complete within an annual business cycle.  Enterprise GIS is an evolving program that 
changes each year to support business objectives and keep pace with technology. 
 
1.6 System Design Support Efforts 
The ESRI Systems Integration team was established in November 1990 with the charter to promote successful GIS 
implementations.  Several initiatives were developed over the years to simplify the design of successful GIS 
environments and reduce implementation risk.  Figure 1-6 shows services available to support the needs of the ESRI user 
community and promote effective enterprise GIS solutions. 
 

Figure 1-6 
System Design Support Efforts 
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 System Design Strategies Technical Reference Document.  The System Design Strategies technical reference 
document defines the technical issues associated with the design of an effective enterprise GIS solution and 
includes specific sizing guidelines to support hardware selection.  ESRI customers, hardware consultants, and 
GIS technical staff can use this document as a guide for designing distributed GIS solutions.  The guidelines in 
this document are also useful in understanding existing hardware-related performance issues and identifying 
proper solutions.  The document is updated twice each year and is accessible through the ESRI Web site at  
http://www.esri.com/systemdesign. 
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 System Design Strategies Workbook.  The System Design Strategies workbook is a PowerPoint presentation 
used in a variety of ESRI systems integration support efforts.  Changes are made on a periodic basis to reflect 
software and technology evolution.  The workbook is used as a source document supporting ESRI system 
architecture design consulting and training efforts. 

 System Design Support.  The ESRI Implementation Services Department provides online hardware marketing 
support through the sihelp@esri.com e-mail alias.  Simple questions related to hardware selection and sizing 
requirements can be addressed through this site.   

 System Architecture Design Training.  A three-day System Architecture Design Strategies training class is 
available through the ESRI Learning Center.  This class provides an in-depth review of the material presented in 
the System Design Strategies technical reference document.  A class brochure is included as Attachment B.  A 
one-day System Architecture Design workshop is held the weekend prior to the annual ESRI User Conference 
providing a technical overview of the material presented in the training class. 

 System Architecture Design Consulting.  Professional system architecture design consulting services are 
available for ESRI customers.  These services can be used to resolve performance problems with existing 
environments and develop infrastructure support strategies for future successful GIS implementations.  These 
services provide IT professionals with the information they need to support GIS users within their 
organizations.   

 Enterprise Systems Lab.  The Enterprise Systems Lab supports test and evaluation of ESRI and third-party 
products with a primary focus on system architecture design performance and capacity planning for enterprise 
GIS environments.  The test lab completes a formal series of performance validation testing in support of each 
ESRI core software release.  Test results are used to validate performance and scalability of ESRI software 
technology and provide relative performance information used for development and maintenance of the ESRI 
Capacity Planning tools. 

Several system architecture design activities are included in the annual ESRI International Users Conference in San 
Diego each summer.  System architecture design technical workshops provide a system design strategy refresher.  
System design architects are available at the Professional Services island in the ESRI Showcase area to provide customer 
design support during the conference.  A System Implementation papers track provides an opportunity for ESRI users to 
present their GIS implementation experiences. 
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2 ESRI Software Evolution 
For more than 37 years, ESRI continued to develop evolving GIS software technology supporting functional 
requirements identified by the GIS user community.  Sensitivity to software development trends and enterprise 
architecture strategies provide guidlines for development investment.  ESRI software developers leverage the 
latest computer hardware and software technology to maintain ESRI's leadership in the GIS marketplace.  ESRI 
aligns its resources to provide the best software and services based on identified GIS customer needs.   

This section provides an overview of the ESRI software and associated product technologies.  Understanding 
the primary role of each member of the ESRI software family will help users identify technology needs and 
develop a roadmap for migration to successful enterprise GIS operations.  Figure 2-1 provides an overview of 
the ESRI software history and the associated third-party technologies supporting operational GIS enterprise 
environments.   

Figure 2-1 
GIS Enterprise Evolution 
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The early ARC/INFO software provided developers and professional GIS users with a rich toolkit to support 
geospatial query and analysis and demonstrate the value of GIS technology.  ArcView provided an easy to use 
commercial off-the-shelf (COTS) software that could be used directly by GIS operational users.  Map Objects 
provided developers with a simple way to integrate GIS in common standard application environments.  
Terminal servers provided remote user access to centrally managed GIS desktop applications.  ArcIMS Web 
services provided a framework for publishing GIS information products to Web browser clients.  ArcStorm and 
ArcSDE provided better ways to manage and support GIS data resources.  ArcGIS Desktop software provided 
users a simple and powerful GIS application interface to support standard operations.  ArcGIS Server and 
ArcGIS Engine provide GIS developers with rich processing tools and full GIS functionality for custom 
application development and deployment.  Distributed geodatabase management tools and replication services 
support remote user access to centrally managed spatial resources, and provide better protection and sharing of 
geospatial data. 

Many ESRI customers developed effective enterprise solutions with the Workstation ARC/INFO and ArcView 
GIS software provided in the 1990s.  The current ArcGIS software provides operational capabilities that were 
not available with the older technology.  Most ESRI legacy customers have migrated their data and applications 
to the current ArcGIS object-based geodatabase technology.  New customers support enterprise GIS solutions 
directly with ArcGIS software. 
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2.1 Organizational GIS Evolution 
GIS implementations grew in size and complexity throughout the 1990s.  GIS started on the user desktops and 
evolved to support GIS workgroup operations with department-level file servers.  A majority of the GIS 
community is currently supported by department-level GIS operations.  Figure 2-2 provides an overview of a 
department-level GIS architecture. 

 
Figure 2-2 

Departmental GIS 

 

 
As GIS use expanded within a typical organization, several departments would have local GIS operations that 
require data resources from other departments.  The organization's wide area network (WAN) became a way of 
sharing data between department servers.  Data standardization and integrity issues would surface within the 
organization since data was developed and managed from different department-level sources. 

The initial Spatial Database Engine (SDE) release in the mid 1990s supported the first GIS enterprise data 
warehouse operations, and many organizations shared GIS data resources from a central SDE data warehouse.  
GIS responsibilities were assigned within IT departments to consolidate enterprise-wide GIS data resouces and 
establish common data standards across the organization.  The enterprise data warehouse provided a reliable 
shared GIS data source for departments throughout the organization.  This was a very common migration path 
for most local government GIS operations.   



 
System Design Strategies 2.0  ESRI Software Evolution   

 C11144-11 

 

 
 

ESRI Technical Reference Document 2-3 

Figure 2-3 provides an overview of the organizational architecture alternatives. 
 

Figure 2-3 
Organizational GIS 

 
 

 
 

The electric and gas utilities started using GIS in the early 1990s to support management of their power 
distribution facilities.  Most of these implementations were supported by a central database.  Remote users were 
supported with terminal access to application compute servers (terminal servers) located in the central computer 
facility with the GIS database. 

Many organizations today are migrating their department file-based GIS database environments to a common 
central enterprise geodatabase and supporting terminal client access to consolidated server environments.  
Departments retain responsibility for their data resources, updating and maintaining data through terminal 
access to central ArcGIS desktop applications.  The central IT computer center supports general administration 
tasks such as data backups, operating system upgrades, platform administration, and so forth.  Users throughout 
the organization are provided browser access to published Web services over the intranet.  The complexity and 
sophistication of the geodatabase for central administration and support make centralized servers the most 
productive alternative for most organizations.   

2.2 Community GIS Evolution 
Year 2000 introduced a growing Internet awareness, demonstrating the tremendous value of sharing information 
between organizations and nations.  Internet access was extended from the workplace to the home, rapidly 
expanding the user community.  Figure 2-4 shows how communities and companies developed and deployed 
services to customers over the Internet.  The Internet provided opportunities for organizations to share data and 
services between organizations.  Users had access to data and services from a multitude of organizations 
through the Internet. 
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Figure 2-4 
Community GIS 

 

 
ESRI introduced the Geography Network, a metadata search engine that collected information about GIS data 
and provided direct Internet links between the customer and the data or service provider.  ArcIMS provided a 
way for organizations throughout the world to share GIS data and services.  The Geography Network provides a 
foundation to bring GIS data and services together, supporting a rapidly expanding infrastructure of worldwide 
communities sharing information about the world we all live in.  Promotion of data standards and improved data 
collection technologies unlock enormous possibilities for GIS information products to help us better understand 
and improve our world.   

GIS data resources are expanding exponentially.  In the 1990s, GIS data servers would seldom require a 
database that is more than 25 to 50 gigabytes in size.  Today it is common for organizations to require ArcSDE 
data servers supporting database environments with several terabytes of GIS data. 

State-level agencies are consolidating data to support municipalities and commercial activities throughout their 
states.  National agencies are consolidating data to support their user requirements and sharing data between 
state and national communities.  Community-level data marts are being established to consolidate GIS data 
resources and support Internet data sharing to organizations throughout county and state regional areas.   

Many organizations are outsourcing their IT operations to commercial Internet service providers (ISPs).  
Application service providers (ASPs) support organizations with IT administration, providing opportunities for 
smaller organizations to take advantage of high-end GIS database and application solutions to support their 
business needs.  State governments are hosting applications and data for smaller municipalities throughout their 
states so the smaller communities can take advantage of GIS technology to support their local operations.   

Regional geography network (g.net) sites support sharing data throughout regional areas and within large state 
and federal agencies.  ArcIMS software provides a metadata search engine that can be used by organizations to 
share their data and support their community operations.  Cities can establish metadata sites to promote local 
commercial and public interests.  States can consolidate metadata search engines for sharing data and services 
with municipalities throughout the state.  Law enforcement can establish search engines to support national 
datasets.  Businesses can establish metadata search engines to support distributed operational environments.  
Web services support community data sharing and integrated workflows. 
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Deployment of ArcGIS Server with ArcGIS 9 expanded Web services technology to include geoprocessing and 
a rapid growth of service-oriented Web operations.  GIS technology, in conjunction with Web standards and 
open systems architecture, has opened new opportunities for more improved business operations.  As GIS data 
and services are shared among a growing number of organizations and technology provides real-time access to 
geographic information products, GIS becomes an integral part of community operations.  GIS is rapidly 
expanding as a primary technology for understanding our world and related geospatial business opportunities.   
 
2.3 ESRI Product Family 
The ESRI product family, illustrated in figure 2-5, includes a mix of software developed to support a full range 
of GIS user requirements.  GIS software is provided to support desktop, server, and mobile user operations.  
Data management solutions are provided to support data file, geodatabase, and XML based formats. 

 
Figure 2-5 

ESRI Product Family 
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GIS Web Services are provided by ESRI to support a variety of managed, hosted, and shared GIS Internet 
services.  ArcGIS Server provides technology for publishing GIS services that can be consumed by ArcGIS 
Desktop, Mobile GIS, and standard Web browsers.  An ESRI Developer Network provides a range of technical 
services to the ESRI developer community along with a bundled low cost developer software license. 

 Desktop GIS.  Desktop GIS is divided into four licensed solutions based on user functionality needs.  
ArcGIS Engine is a desktop development environment providing a complete set of ArcGIS ArcObjects 
for custom desktop application development.  

Figure 2-6 provides an overview of the ArcGIS Desktop software.  ArcGIS Desktop is licensed as 
scalable software options based on user functional needs. ArcReader is a free desktop software for 
viewing and sharing a variety of dynamic geographic data.  
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ArcView includes all the functionality of ArcReader and adds geographic data visualization, query, 
analysis, and integration capabilities.  ArcEditor includes all the functionality of ArcView and adds the 
power to create and edit data in a geodatabase.  ArcInfo is the complete GIS data creation, update, 
query, mapping, and analysis system.   

A range of desktop extension licenses are available providing enhanced functionality for supporting 
more focused GIS operations.  Desktop extensions operate with the foundation ArcGIS Desktop 
license.  ArcGIS Desktop extensions are listed on the Web at the following ESRI URL: 
http://www.esri.com/software/arcgis/about/desktop_extensions.html. 

 
Figure 2-6 

ArcGIS Desktop 
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Single use licensing is provided for ArcView and ArcEditor client desktop workstations and is 
managed by a software license key.  Concurrent use licensing is provided for ArcView, ArcEditor, and 
ArcInfo user sessions and is managed by a networked FlexLM License Manager hardware key. 

 Server GIS:  Server GIS is used for many kinds of centrally hosted GIS computing.  The server-based 
GIS technology trend is growing.  GIS software can be centralized in application servers to deliver GIS 
capabilities to large numbers of user over networks.  Enterprise GIS users connect to central GIS 
servers using traditional desktop GIS as well as Web browsers, mobile computing devices, and digital 
appliances. 

 Figure 2-7 provides an overview of the ArcGIS Server software.  ArcGIS Server is divided into three 
licensed solutions with pricing based on available functionality and system capacity.  Server Basic 
includes geodatabase management (ArcSDE), geodatabase check in/check out, and geodatabase 
replication services.  Server Standard includes all the functionality of Server Basic plus standard map 
publishing, globe server (ArcGIS Explorer), and standard geoprocessing.  ArcGIS Explorer is a free 
lightweight ArcGIS Server desktop client.  It can be used to access, integrate, and utilize GIS services, 
geographic content, and other Web services. Server Advanced includes all the functionality of Server 
Standard plus Web Editing, Mobile client application development framework (Mobile ADF), 
advanced geoprocessing, and support for ArcGIS Server extensions.   ArcGIS Server extensions are 
listed on the Web at the following ESRI URL: 
http://www.esri.com/software/arcgis/arcgisserver/about/extensions.html 
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Figure 2-7 
ArcGIS Server 
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ArcGIS Server supports a scalable architecture, and license pricing is based on number of sockets 
(computer chips) supporting the deployed server configuration.  With the ArcGIS 9.2 software release, 
dual core socket technology is priced the same as single core sockets, effectively doubling licensed 
capacity for the same software price.  Workgroup pricing is provided for an entry level single socket 
server configuration (all software must be supported by a single socket server with a Microsoft SQL 
Express database).  Enterprise pricing is provided for an entry level two socket server configuration, 
with the option for expanding capacity on per socket increments to support peak capacity needs.  All 
sockets included in server platforms supporting ArcGIS Server software components are included in 
determining capacity based software licensing requirements. 

Figure 2-8 provides an overview of the primary ArcGIS Server Web client operations.  Potential 
candidate workflows include ArcGIS Desktop, ArcGIS Engine, ArcGIS Explorer, and standard Web 
browser applications. 

Figure 2-8 
Web Operations 
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ArcGIS Server can provide SOAP/XML based data services (published reference images) and 
geoprocessing services to ArcGIS Desktop and ArcGIS Engine client applications, provide a 3D globe 
cached file data source for ArcGIS Desktop 3D Analyst and ArcGIS Explorer clients, and host a full 
range of map view and edit applications for Web HTML Browser clients supported by out-of-the box 
.NET and JAVA Web map and editor server development kit components. 

ArcIMS is a popular solution for delivering dynamic maps and GIS data and services via the Web.  It 
provides a highly scalable framework for GIS Web publishing that meets the needs of corporate 
intranets and demands of worldwide Internet access.  Existing ArcIMS customers are provided free 
ArcGIS Server software with the ArcIMS 9.2 release supporting seamless transition to the rich 
functionality available with the new ArcGIS Server software release. 

ArcGIS Image Server changes how imagery is managed, processed, and distributed.  Image Server 
provides fast access and visualization of large quantities of file-based imagery, processed on-the-fly 
and on demand.  Near instant display of output imagery for a number of users working simultaneously, 
without the need to preprocess the data and load it into a DBMS.  Image Server can be used as a data 
source for ArcGIS Desktop, ArcGIS Server, and ArcIMS operations.  Additional support is provided 
for AutoCAD and Microstation CAD clients.  On-the-fly processing can include image enhancement, 
orthorectification, pan sharpening and complex image mosaicking. 

 Mobile GIS.  Mobile GIS supports a range of mobile systems from lightweight devices to PDAs, 
laptops, and Tablet PCs.  ArcPad is software for mobile GIS and field-mapping applications.  All 
ArcGIS Desktop products—ArcReader, ArcView, ArcEditor, and ArcInfo—and custom applications 
can be used on high-end mobile systems such as laptops and Tablet PCs.  Figure 2-9 provides an 
overview of the primary connected mobile workflow alternatives. 

 
Figure 2-9 
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The ArcGIS Server 9.2 Basic license supports distributed geodatabase replication.  Geodatabase 
replication provides loosely connected syncronization services for distributed geodatabase versions 
maintained in supported database platforms.  Web based disconnected check in and check out services 
are also provided.  Distributed geodatabase replication is discussed later in Chapter 6 (Data 
Administration).   

ArcGIS 9.2 also provides geodatabase support in a Microsoft SQL Express personal database.  
Microsoft SQL Express is bundled with each ArcGIS Desktop software license.  ArcGIS Desktop 
clients (including custom ArcGIS Engine runtime deployments) can support a distributed geodatabase 
client replica and synchronize changes with the central parent geodatabase.  The SQL Express database 
has a data capacity limitation of 2 GB. 

ArcGIS 9.2 also supports a file based geodatabase.  The ArcGIS Server 9.2 data check out/check in 
Web interface will support distributed file geodatabase clients.  A file geodatabase can support up to 1 
TB of data with impressive small shapefile performance (performance based on map display extent). 
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ArcGIS Server 9.2 Advanced license supports a. ArcGIS Mobile software development kit.  ArcGIS 
Mobile lets developers create centrally management, high performance, GIS-focussed applications for 
mobile clients.  Mobile applications powered by ArcGIS Server contribute to increased field 
productivity and more informed personnel. 

 Developer GIS.  ESRI Developer Network (EDN) is an annual subscription-based program designed 
to provide developers with comprehensive tools that increase productivity and reduce the cost of GIS 
development.  EDN provides a comprehensive library of developer software, a documentation library, 
and a collaborative online Web site that offers an easy way to share information. 

 GIS Web Services.  GIS Web services offer a cost-effective way to access up-to-date GIS content and 
capabilities on demand.  With ArcWeb Services, data storage, maintenance, and updates are handled 
by ESRI, eliminating the need for users to purchase and maintain the data.  Users can access data and 
GIS capabilities directly using ArcGIS Desktop or use ArcWeb Services to build unique Web-based 
applications.  An ArcWeb Services subscription provides instant and reliable access to terabytes of 
data including street maps, live weather and traffic information, extensive demographic data, 
topographic maps, and high-resolution imagery from an extensive list of world-class data providers. 

2.4 Expanding GIS Technology Trends 
GIS software and computer infrastructure technology continue to expand capabilities and introduce new 
business opportunities.  Organizations are expanding operations to incorporate mobile users as an integral part 
of their enterprise workflow.  Improved availability and capacity of wireless technology support mobile 
communication connectivity for a growing number of GIS users as shown in figure 2-10. 

 
Figure 2-10 

Mobile and Wireless GIS Technology 

 
Figure 2-11 provides a simple overview of common ArcGIS deployment alternatives.  Traditional department 
level GIS client/server operations are looking for ways to improve access and data sharing with other 
organizations and introducing new emerging federated GIS architecture strategies.  Traditional enterprise-level 
operations are looking for ways to integrate GIS with other centrally managed business operations and 
introducing new emerging integrated business solutions based on service oriented architecture strategies. 
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Figure 2-11 

GIS Is Deployed in Many Ways 
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2.4.1 Federated GIS Technology 

Database and Web technology standards provide new opportunities to better manage and support user access to 
a rapidly growing volume of geospatial data resources.  Web services and rich Extensible Markup Language 
(XML) communication protocols support efficient data migration between distributed databases and storage 
locations.  Web search engines and standard Web mapping services support integrated geospatial information 
products published from a common portal environment with data provided from a variety of distributed service 
locations.  Federated architectures identified in figure 2-12 promote better data management, integrating 
community and national GIS operations.  Geodatabase replication services and managed Extract-Translate-Load 
(ETL) processes support loosely coupled distributed geodatabase environments. 

Figure 2-12 
Federated GIS Technology 
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2.4.2 Service-Oriented Architecture 

Technology is changing faster each year, and organizations are searching for more effective ways to manage 
technology change.  During the 1990s, there was a shift in programming methods promoted by commercial 
software acceptance of component architecture standards.  Software development migrated from compiled, 
scripted legacy languages to object-based programming environments.  ArcGIS technology is based on common 
ArcObjects components used to support a broad range of desktop and server software.  Developing new 
applications and functionality in an object-based programming environment is much more powerful than 
developing in the traditional scripted software languages. 

Technology change is again being influenced by general acceptance of standard Web communication protocols 
and more stable and available network bandwidth connectivity.  Software development is taking advantage of 
Internet communication standards and network connectivity with a new service-oriented enterprise architecture 
strategy.   

Business environments are influenced by the rate of technology change.  Change introduces risk contributing to 
business success or failure.  Selecting the right technology investment strategies are critical.  Service-oriented 
architecture deployment strategies reduce business risk through diversification and reduced vendor dependence.  
Open standards reduce the time and effort involved in developing integrated business systems, providing 
integrated information products (common operating picture) which support more informed business decisions.  
Advantages of a service-oriented architecture are highlighted in Figure 2-13. 

 
Figure 2-13 
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The core components supporting a service-oriented architecture (SOA) are presented in figure 2-14.  These 
components include service providers, service consumers, and implementation of a service directory. 

 
Figure 2-14 

Service-Oriented Architecture Technology 
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Common Web protocols and network connectivity are essential to support this type of architecture.  Business 
functions are encapsulated as Web services that can be consumed by Web clients and desktop applications. 

The basic language of an SOA is introduced in figure 2-15.  New business functions are provided as Web 
services, which are IT assets that correspond to real-world business activities or recognizable business 
functions, in which accessibility is based on service policies established to support enterprise operations 
(loosely coupled to the business applications).   

 
Figure 2-15 
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From a technical perspective, services are coarse-grained, reusable IT assets and have well-defined interfaces 
(service contracts), with the software technology providing the service abstracted from the external accessible 
service interface.  The trend is to support SOA through Web services based on Simple Object Access Protocol 
(SOAP) and XML. 
 
The SOA infrastructure connects service consumers with service providers, may be used to communicate with 
service directories, and may be implemented using a variety of technologies. 
 



 
System Design Strategies 2.0  ESRI Software Evolution   

 C11144-11 

 

 
 

ESRI Technical Reference Document 2-13 

ESRI embraced open standards during the 1990s and has actively participated in the Open GIS Consortium and 
a variety of other standards bodies in an effort to promote open GIS technology.  The initial ArcIMS Web 
services, Geography Network metadata search engines, Geospatial One-Stop, and the ESRI Portal Toolkit 
technology are all examples of service-oriented solutions supporting ESRI's current customer implementations.  
Figure 2-16 provides a view of how current ESRI software supports the evolving SOA enterprise infrastructure. 
 

Figure 2-16 
ESRI Fits into SOA 

 
The SOA framework includes multiple access layers connecting producers and consumers, based on current 
client/software technology and incorporating Web application and service communication tiers.  Consumers 
connect to producers through a variety of communication paths.  This framework supports a presentation tier of 
viewers with access to available published services, a server publishing tier of services, and an authoring tier of 
professional ArcGIS Desktop users.  This framework supports current client/server connections (client 
applications), Web applications, and Web services—all available today with current technology.  Future vendor 
compliance and maturity of Web interface standards are expected to gradually migrate business applications 
from tightly coupled proprietary client/server environments to a more loosely coupled service-oriented 
architecture.  The ideal environment would decouple business services and workflows from the underlying 
software technology providing an adaptive business environment that can effectively manage and take 
advantage of rapid technology change. 

GIS is by nature a service-oriented technology, with inherent fundamental characteristics that bring diverse 
information systems together to support real-world decisions.  GIS technology flourishes in a data-rich 
environment, and ArcGIS technology can help ease the transition from existing "stovepipe" GIS environments.  
The geodatabase technology provides a spatial framework for establishing and managing integrated business 
operations.  Many spatial data resources are available to support organizations as they migrate their operations 
to take advantage of GIS technology.   

Migration toward a service oriented architecture is more a change in attitude than a change in technology.  
Moving a business from high risk tightly coupled monolythic stovepipe operations to a more integrated 
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responsive service-oriented architecture will take time.  Figure 2-17 provides some basic guidelines for moving 
existing systems to a more dynamic and supportable SOA strategy. 

Figure 2-17 
Migrating to a Service Oriented Architecture 
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Understanding SOA and how it enables business process integration and helps control and manage technology 
change is important.  Organizations must build an infrastructure that can effectively take advantage of new 
technology to stay competitive and productive in today's rapidly changing environment. 

2.5 GIS Technology Alternatives 
Current GIS technology is available to support a rapidly expanding spectrum of GIS user needs as depicted in 
figure 2-18.  Solutions are supported by ESRI products integrated with a variety of vendor technologies. 

 
Figure 2-18 

ESRI Core GIS Technology 
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Data storage and data management technologies are growing in importance as organizations continue to develop 
and maintain larger volumes of GIS data.  Individual server storage solutions are being replaced by more 
adaptive storage area networks (SANs) enhancing IT ability to respond to changing data storage needs and 
providing options for efficiently managing large volumes of data.   

GIS data sources include file servers, Geodatabase servers, and a variety of business database solutions.  
Desktop ArcGIS applications can be supported on local workstation clients or  on centrally managed Windows 
Terminal Server farms.   

Web services are supported by ArcGIS Server and legacy ArcIMS mapping services to Web browser clients 
throughout the organization and the community.   ArcGIS clients are able to connect to ArcGIS Server web 
products as intelligent browser clients, enabling connection to unlimited data resources through the ESRI 
Geography Network as well as organization resources served through a variety of ESRI customer portals.  Users 
can access applications from the Internet or through Intranet communication channels.  Mobile ArcGIS users 
can be integrated into central workflow environments to support seamless integrated operations over wireless or 
remote connected communication.  ArcGIS Desktop applications can include Web services as data sources 
integrated with local geodatabase or file data sources, expanding desktop operations to include available 
Internet data sources.  GIS enterprise architecture is typically supported by a combination of ArcGIS Desktop, 
ArcGIS Server, and geodatabase software technology.  Selecting the right combination of technology will make 
a big difference in the level of support for user operational needs and business productivity. 

2.6 GIS Configuration Alternatives 
GIS environments commonly begin with single-user workstations at a department level within the organization.  
Many organizations start with one GIS manager and evolve from a department level to an enterprise operation.  
This was common through the early 1990s, as many organizations worked to establish digital representation of 
their spatial data.  Once this data is available, organizations expand their GIS operations to support enterprise 
business needs. 

GIS is a very compute-intensive and data-rich technology.  A typical GIS workflow can generate a remote user 
desktop display every 6-10 seconds, with a client application requiring hundreds of sequential data requests to a 
shared central data server to support each desktop display.  GIS workflows can place high processing demands 
on central servers and generate a relatively high volume of network traffic.  Selecting the right configuration 
strategy can make a significant impact on user productivity. 

Data can be shared between users in a variety of ways.  Most organizations today have user workstations 
connected to local area network (LAN) environments and locate shared spatial data on dedicated server 
platforms.  User applications connect to shared data sources to support GIS operations. 
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 Centralized Data Configuration Alternative 

The most simple system architecture is supported by a central GIS database.  A central database 
architecture supports one copy of the production database environment, minimizing administrative 
management requirements and ensuring data integrity.   

GIS desktop applications can be supported on user workstations located on the central LAN, each with 
access to central GIS data sources.  Data sources can include GIS file servers, geodatabase servers, and 
related attribute data sources as shown in figure 2-19. 

 
Figure 2-19 

Centralized Computing Environment 
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Remote user access to central data sources can be supported by central Windows Terminal Server 
farms, providing low bandwidth display and control of central application environments.   

Centralized application farms minimize administration requirements and simplify application 
deployment and support throughout the organization.  Source data is retained within the central 
computer facility, improving security and simplifying backup requirements. 

A variety of ArcIMS map services can support standard browser clients throughout the organization.  
Web mapping services support low bandwidth access to published GIS information products and 
services.  

Today distributed computing technology can support consolidated architectures at a much lower risk 
and cost than similar distributed environments.  For this reason, many organizations are in the process 
of consolidating their data and server resources.  GIS can benefit from consolidation for many of the 
same reasons experienced by other enterprise business solutions.  Centralized GIS architectures are 
generally easier to deploy, manage, and support than distributed architectures and provide the same 
user performance and functionality. 
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 Distributed Data Configuration Alternative 

Distributed solutions are supported by replicated copies of the data at remote locations, establishing 
local processing nodes that must be maintained consistent with the central database environment as 
shown in figure 2-20.  Data integrity is critical in this type of environment, requiring controlled 
procedures with appropriate commit logic to ensure changes are replicated to the associated data 
servers. 

Figure 2-20 
Distributed Computing Environment 
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Distributed database environments generally increase initial system cost (more hardware and database 
software requirements) and require additional ongoing system administration and system maintenance 
requirements.  Distributed solutions are provided to support specific user needs.  These generally 
increase system complexity and cost and lengthen system deployment timelines. 

In many cases, standard database solutions do not support replication of spatial data.  GIS users with 
distributed database requirements must modify their data models and establish procedures to 
administratively support data replication.  The complexity of current geodatabase environments has 
complicated the implementation of an efficient commercial spatial replication solution.  Many GIS 
users are interested in replicating regional or selected versions of a geodatabase, which is not 
understood by commercial replication technologies.  ArcGIS software functions are available to 
support custom geodatabase replication solutions.  ArcGIS 9.2 provides support for distributed 
geodatabase replication providing alternative options for supporting distributed operational 
requirements. 
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2.7 GIS Software Selection 
Selecting the right software and the most effective deployment architecture is very important.  ArcGIS 
technology provides many alternative architecture solutions and a wide variety of software, all designed to 
support specific user workflow needs.   

Figure 2-21 provides an overview of the GIS software technology alternatives.  What is the best data source?  
What user workflows should be supported by GIS desktop applications?  What can be supported by cost 
effective web services?  What business functions would be best supported by network services?   Where will 
mobile applications improve business operations.  Understanding the available technology alternatives and how 
each will perform and scale within the available user environment can provide the information needed to make 
the right technology decisions. 

 
Figure 2-21 

GIS Software Technology Alternatives 
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 GIS Data Source.  Operations may be supported on local disk or CD-ROM, shared file servers, 
Geodatabase servers, or Web data sources.  Local data sources support high-performance productivity 
requirements with minimum network latency.  Remote Web services allow connection to a variety of 
published data sources, with the drawback of potential bandwidth congestion and slow performance.  
There are other more loosely connected architecture solutions that reduce potential network 
performance latency and support distributed data integration.  

 Desktop Applications.  The highest level of functionality and productivity is supported with the 
ArcGIS Desktop applications.  Most professional GIS users and GIS power users will be more 
productive with the ArcGIS Desktop software.  These applications can be supported on the user 
workstation or through terminal access to software executed on central Windows Terminal Server 
farms.  Some of the more powerful ArcGIS Desktop software extensions perform best on the user 
workstation with a local data source, while most ArcGIS Desktop use workflows that can be supported 
more efficiently on a terminal server farm.  Selecting the appropriate application deployment strategy 



 
System Design Strategies 2.0  ESRI Software Evolution   

 C11144-11 

 

 
 

ESRI Technical Reference Document 2-19 

can have a significant impact on user performance, administrative support, and infrastructure 
implementations. 

 Web Services.  The ArcIMS and ArcGIS Server technologies provide efficient support for a wide 
variety of more focused GIS user workflows.  Web services also provide a very efficient way to share 
data to support remote client workflows.  ArcIMS provides the most efficient way to publish standard 
map information products.  ArcGIS Server provides enhanced functionality to support more advanced 
user workflows and services.  Web services are a cost-effective way to leverage GIS resources to 
support users throughout the organization and associated user communities. 

 Network Services.  Intranet applications can access services provided by ArcGIS Server connecting 
directly through the Server Object Manager.  Network services can be used to support a variety of Web 
and network applications. 

 Mobile Applications.  A growing number of GIS operations are supported by more loosely connected 
mobile GIS solutions.  ArcGIS technology supports continuous workflow operations that include 
disconnected editing and remote wireless operations.  A disconnected architecture solution can 
significantly reduce infrastructure costs and improve user productivity for some operational 
workflows.  Leveraging mobile services can provide alterative solutions to support a variety of user 
workflow environments. 

Selecting the proper software and architecture deployment strategy can have a significant impact on user 
workflow performance, system administration, user support, and infrastructure requirements. 
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3 Network Communications 
 
Network communications provide the required connectivity to support distributed computer processing.  
Network products support a stable and dependable communication protocol for distributed data transport.  A 
variety of communication protocols supports distributed applications and data resources located at sites 
throughout an organization. 
 
For several years, network technology was a relatively static environment while computer performance was 
increasing at an accelerating rate.  Recent advances in communication technology support a dramatic shift in 
network solutions, introducing worldwide communications over the Internet and bringing information from 
millions of sources directly to the desktop in real time. 
 

3.1 Desktop Workstation Environment 
GIS applications rate among the heavy users of network traffic along with document management and video 
conferencing as shown in figure 3-1.  GIS technology provides a visual display environment to the user 
supporting very quick analysis of large amounts of graphic data.  Access to distributed data sources for real-
time display and analysis puts large demands on network communications.  Data must be transported across the 
network to where the program is executed to display the information. 

Figure 3-1 
GIS Applications Network Impact 
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Data is a collection of digital computer information stored in media that has the capability to record and retain 
the data structure.  This data is represented by little pieces of information called bits.  Each bit takes up the same 
space on a storage or transmission media.  For convenience, these little bits can be grouped into bytes of 
information with each byte containing eight bits.  Data can be transported from one location to another within 
packets that protect the integrity of this data. 

Data is typically transported from one storage location to another over copper wire or glass fiber physical 
networks.  Other types of transport media include microwave, radio wave, and satellite digital transmissions.  
Each network protocol has limits to its supported rate of data transport based on the technology used to support 
the transmission. 

Network transport solutions can be grouped into two general technology classes.  These classes include LANs 
and WANs.  The volume of data (measured in bits) that can be transported per second represents the transport 
rate (capacity) of a specific network segment.  This capacity is called network bandwidth and is typically 
measured in millions of bits (megabits) or billions of bits (gigabits) per second. 
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Figure 3-2 illustrates the different types of networks and following are their descriptions. 

Figure 3-2 
Types of Networks 
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 Local Area Networks.  Local area networks support high-bandwidth communication for short 
distances.  This environment supports local operating environments (usually within a building or local 
campus environment).  Data transport over a single technology is single threaded, which means only 
one data transmission can be supported on a single LAN segment at any one time.  The cost for LAN 
environments is inexpensive relative to other hardware costs supporting the system environment. 

 Wide Area Networks.  Wide area networks support communication between remote locations.  
Technology supports much lower bandwidth than LAN environments, but transmission is possible 
over long distances.  This is a data transport environment, which means data is packaged in a series of 
additional packets and transported as a stream of data along the transmission media.  The cost for 
WAN connections is relatively high compared to LAN environments. 

 Data Units.  Data capacity is measured in terms of megabytes or gigabytes when stored on computer 
disk.  Megabytes (MB) are abbreviated using a large "B" while megabits (Mb) are abbreviated using a 
small "b."  One must remember 1 MB = 8 Mb when converting data volume from disk storage to 
network traffic.  

3.2 Client/Server Communication Concept 
Applications move data over the network through proprietary client/server communication protocols.  
Communication processes located on the client and server platforms define the communication format and 
address information.  Data is packaged within communication packets, which contain communication control 
information required to transport the data from its source client process to the destination server process.   

 Communication Packet Structure.  The basic Internet packet structure as shown in figure 3-3 
includes destination and source addresses and a series of control information in addition to the data 
structure.  This information supports delivery of the packet across the network medium.  The IP packet 
size will vary depending on the amount of data.  The largest IP packet is around 65 kilobytes (KB).  
Ethernet frames are limited to 1.5 KB.  Data can be distributed across several packets to support a 
single data transfer. 
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Figure 3-3 
Communication Packet Structure 
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 Network Transport Protocol.  The communication packet is constructed at different layers during the 
transmission process.  In figure 3-4, a data stream from the Host A application is sent through the 
protocol layers to establish a data frame for network transmission.  The Transmission Control Protocol 
(TCP) header packages the data at the transport layer, the Internet Protocol (IP) header is added at the 
Internet layer, and the Media Access Control (MAC) address information is included at the physical 
network layer.  The data frame is then transmitted across the network to Host B where the reverse 
process moves the data to the host application.  A single data transfer can include several 
communications back and forth between the host applications. 

Figure 3-4 
Network Transport Protocol 
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3.3 Client/Server Communications 
Figure 3-5 shows several client/server communication protocols available to support network data transfer.  
Each protocol implementation includes a client and server component to support data delivery.  The client 
process prepares the data for transmission, and the server process delivers the data to the application 
environment.  Following are primary protocols used by GIS solutions. 

Figure 3-5 
Client/Server Communication Protocols 
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 NFS (UNIX) and CIFS (Windows) Protocols.  Support remote disk mounting enabling a client 
application to access data from a distributed server platform.  All query intelligence is resident with the 
client application, directing access to data located on the server platform.  Data must be transferred to 
the client application to support analysis and display. 

 Database Access Protocols.  ArcSDE includes client and server communication components.  The 
server component includes intelligence to support query processing.  Compressed data is provided for 
transfer and uncompressed by the client application.  Data must be transferred to the client application 
to support analysis and display. 

An alternative ArcSDE client direct connect option is available that connects with a DBMS client 
application program interface (API) executed on the client desktop.  The ArcSDE middleware 
functions are supported on the client platform, and the DBMS network client supports data 
transmission to the server.  Query processing remains on the DBMS server. 

 ICA and RDP Protocols.  These support remote terminal display and control of applications 
supported by a host Windows Terminal Server.  Both protocols transmit display and control 
information to the terminal client.  Both the independent computing architecture (ICA) protocol and 
remote desktop protocol (RDP) compress data for transmission. 

 HTTP Protocol.  The Hypertext Transfer Protocol (HTTP) is a standard Web transmission protocol.  
In this transaction-based environment, product selection and display are controlled by the browser 
client.  Data is compressed for transmission.  ArcGIS Desktop applications can also access ArcIMS as 
a data source.  Traffic for the ArcGIS Desktop is higher because of the larger image transfers.  Image 
size is directly proportional to the physical screen display size, thus, larger image displays can result in 
higher traffic. 
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3.4 Client/Server Network Performance 
The data transfer volume and the network bandwidth can be used to estimate minimum network transport times 
for a single map display transaction.  A typical GIS application requires up to 1 MB of data to generate a new 
map display.  A typical terminal environment requires 100 KB of data to support the display environment. 

Figure 3-6 presents typical data transfer requirements in megabytes, shows the conversion to megabits for 
transmission, includes any compression of this data performed by the communication protocol, and identifies 
the total volume of data in megabits that must be transmitted (protocol overhead may be greater than what was 
used in this sample conversion).  The minimum data transport times are calculated for five standard bandwidth 
solutions (56 kilobits per second [Kbps] for standard dial-up communications; 1.54 megabits per second [Mbps] 
for typical WAN communications; 10 Mbps, 100 Mbps, and 1 gigabit per second [Gbps]) for LAN 
communications.  Any existing data traffic on shared network segments would increase these network transfer 
delays.   

Figure 3-6 
Client/Server Performance 
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During peak work periods, operational workflow performance can slow to a crawl similar to what is 
experienced in larger cities when driving on major highway arteries during rush hour.  This simple illustration 
identifies the primary cause for many remote client performance problems.  Sufficient bandwidth is critical to 
support productive user workflow performance requirements. 

File server configurations support query from the client applications.  When selecting data from a file (coverage 
or shapefile), the total file must be delivered to the client for processing.  Data not required by the application is 
then rejected at the client location.  This accounts for the considerable amount of network overhead experienced 
by these communications. 

ArcSDE client/server configurations support query processing on the server platform.  The query processing 
includes locating the requested data and filtering that data so only the specific data extent requested by the client 
is returned over the network.  If the client limits requests to a small volume of data (i.e., point data or a single 
parcel in a parcel layer), the resulting data transfer can be very small, and network transport performance would 
improve accordingly. 

Best practices are established for network configuration alternatives.  Distributed client/server application 
environments generally perform better in a local area network environment.  Transaction-based services, or 
persistent Windows Terminal Server connections, provide stable processing environments for processing over 
less stable wide area network connections. 
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3.5 Performance Latency Considerations 
The maximum bandwidth capacity used by a single user is limited by the total system transaction time.  With 
standard client/server database display transactions, hundreds of data requests are sent to the server spread 
throughout the display transaction time (ArcGIS Desktop provides sequential requests for each layer in the 
display, completing each layer transaction before sending requests for the next display layer.  A typical map 
display may have 10-20 data layers supporting the display analysis which can translate to 100s of sequential 
database transactions.  Figure 3-7 provides a typical map display profile, showing the client desktop processing 
time, network transport time, and database processing time required to support a typical map display. 

Figure 3-7 
System Performance Latency 
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Bandwidth capacity is typically measured in megabits per second.  During a typical local map display 
transaction, the total transaction time is approximately 1.4 seconds.  A total of 5 Mb of data must be transferred 
from the server to the client application to support a typical map display (see figure 3-6).  The average 
bandwidth utilized by a single user on the LAN is 2.5 Mbps.  Increasing the desktop network interface to 
1 gigabyte (GB) bandwidth would have limited user performance impact when accessing an ArcSDE data 
source. 

Normal database access protocols are "chatty," which means a typical database query requires a large number of 
trips to and from the server to complete the client display transaction.  There are many trips to and from the 
server (query transactions) for each layer in the map display.  In figure 3-8, 200 query transactions are required 
to support a single map display. 
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Figure 3-8 
Performance Latency Considerations 
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Network latency can impact bandwidth utilization over long WAN distances.  Latency is easy to measure, using 
a simple Windows command prompt (tracert "server host name").  Results provide the number of network hops 
and the associated network latency time for a single trip.  

For LAN environments, network latency is very low (typically < 0.001 milliseconds per trip to the server).  
Many trips between the server and client have limited performance impact.  The primary system latency 
contribution is client and server processing service times. 

For longer WAN distances that involve several router hops, there can be a measurable network latency delay, 
and for chatty database protocols, network latency can have a measurable performance impact.  For the example 
above, total transaction time over the WAN (including cumulative network latency) is 7.2 seconds.  The 
maximum bandwidth utilized by a single user on this WAN connection is 0.7 Mbps.  A single user would not 
experience performance improvements with increased WAN bandwidth.  Many global WAN connections these 
days include satellite communication links.  The fastest communication transfer is limited by the speed of light, 
which for very long distances will require a minimum bandwidth latency which technology will not overcome.  
Good performance over WAN environments results from protocols that minimize trips (communication chatter) 
between the client and server platforms. 

3.6 Shared Network Capacity 
The total number of clients on a single network segment is a function of network traffic transport time (size of 
data transfer and network bandwidth) and the total number of concurrent clients.  Only one client data frame 
can be transmitted over a shared network segment at any time.  Multiple transmissions on the same Ethernet 
network segment will result in collisions, which will require another transmission to complete data frame 
delivery.  Ethernet segments fail rapidly during saturation because of the rapidly increasing number of 
transmissions.   Figure 3-9 shows multiple client sessions sharing the same network segment, where each data 
exchange is represented by the small boxes.  Only one data exchange can be supported at one time on the same 
network segment. 
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Figure 3-9 
Shared Network Capacity 
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Token-passing environments operate somewhat differently.  Concurrent transactions must wait for a token to 
support data frame delivery, resulting in transmission delays.  Delays will increase as the network reaches 
saturation.  Failure mode is much more graceful than Ethernet, supporting a higher acceptable bandwidth 
utilization 

A GIS application may require 1 MB of spatial data, or up to 10 Mb of network traffic, to support a single map 
display as illustrated in figure 3-10.  Applications can be tuned to prevent display of specific layers when the 
map extent exceeds defined thresholds.  Only the appropriate data should be displayed for each map extent 
(e.g., it may not be appropriate to display individual parcel layers in a map showing the full extent of San 
Diego, CA).  Proper tuning of the application can reduce network traffic and improve performance. 
 

Figure 3-10 
Typical 1 MB Map Display 

(1:3,000 scale [feet], average features = 250) 

 

3.7 Network Configuration Guidelines 
Standard published guidelines are used for configuring network communication environments as shown in 
figure 3-11.  These standards are application specific and based on typical user environment needs.  
Communication environments are statistical in nature, since only a percentage of user processing time requires 
transmission over the network.  Network data transfer time is a small fraction of the GIS users' total response 
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time (on properly configured networks).  Network data transfer time can dominate response time when 
bandwidth is too small or when too many clients are on the same shared network segment. 

Figure 3-11 
Network Configuration Guidelines 

• Network Design Standards
• Represent Typical GIS User Workloads.
• Address Statistical Application Use.
• Provide Basis for Initial System Design.

• Network Management
• Ongoing Traffic Management Task
• Hardware, Application, and User Dependent
• Strongly Affected by Work Environment and Changes 

in Computer Technology  
The network must be designed to support peak traffic demands and is a function of the types of applications and 
user work patterns.  Standard guidelines provide a place to start configuring a network environment.  Once the 
network is operational, network traffic demands should be monitored and necessary adjustments made to 
support user requirements. 
 
3.8 Shared Network Configuration Standards 
Figure 3-12 provides recommended design guidelines for network environments.  These guidelines establish a 
baseline for configuring distributed LAN environments.  Four separate client/server environments are included 
for each network bandwidth.  The number of recommended clients is based on experience with actual system 
implementations and does not represent worst-case environments.  Networks should be configured with the 
flexibility to provide special support to power users whose data transfer needs exceed typical GIS user 
bandwidth requirements. 

Figure 3-12 
Network Design Guidelines 
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16 Mbps LAN  3–6 16–32  550–1100 250–500
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1 Gbps LAN  200–400 1,000–2,000 35,000–70,000 15,000–30,000
Wide Area Networks

Bandwidth File Servers ArcSDE Windows Terminals Web Products
56 Kbps Modem NR NR  2–4  1–2
128 Kbps ISDN NR NR  5–10  2–4
256 Kbps DSL NR NR  10–20  5–10
512 Kbps NR NR  20–40  10–20
1.54 Mbps T-1 NR 1–2 50–100  25–50
2 Mbps E-1 NR 1–3 75–150 40–80
6.16 Mbps T-2  1–2  6–12  200–400 100–200
45 Mbps T-3  10–20 50–100 1,500–3,000 700–1500
155 Mbps ATM  30–60 150–300 5,000–10,000 2,500–5,000

Concurrent Client Loads

Concurrent Client Loads
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3.9 Web Services Configuration Guidelines 
Implementation of Web mapping services places additional demands on the network infrastructure.  The 
amount of system impact is related to the complexity of the published mapping services.  Map services with 
small (less than 10 KB) or a limited number of complex images will have little impact on network traffic.  
Large images (greater than 100 KB) can have significant impact on network performance.   

Figure 3-13 provides an overview of network performance characteristics that should be considered when 
deploying a Web mapping solution.  The top chart shows the maximum number of requests that can be 
supported over various WAN bandwidths based on average map image size.  The bottom chart shows the 
optimum transmission time for various map images.  Web information products should be designed to support 
user performance needs, which may be dominated by available bandwidth.  Optimum user performance is 
achieved with simple images from 30 KB to 50 KB in size to minimize network transport time (50 KB image 
requires more than 17 seconds of network transport time for 28 Kbps modem clients, and Web hosting site can 
support a maximum of 7,400 requests per hour over a single T-1 Internet Service Provider connection).  
Standard map services are typically 100 KB in size, with typical Geographic map products often supported with 
images over 200 KB in size.    ArcGIS Desktop users may request image services from 200 KB to 400 KB in 
size (image size varies with user display size and resolution).  Users generally demand reasonable performance, 
or they will not be satisfied.  Proper infrastructure bandwidth and careful map information product design are 
required to support high-performance Web solutions. 

Figure 3-13 
Web Services Network Performance 

 
ArcIMS includes an extract service that will support data downloads to Web clients over the Internet.  The 
ArcIMS Extract Service extracts data layers from ArcSDE based on identified extent, zips the data into a 
compressed file, and downloads the data to the client.  Similar Web services can be supported with ArcGIS 
Server and standard Web server file transfer applications.  Figure 3-14 identifies minimum download times 
based on available bandwidth and the size of compressed data packages.  Data downloads should be restricted 
to protect Web site Internet service bandwidth.  Data downloads can very easily dominate available bandwidth 
and impact performance to other Web mapping clients. 
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Figure 3-14 
Data Download Performance 

 
Many network administrators establish and maintain metrics on network utilization, which help them estimate 
increased network demands when planning for future user deployments.  Figure 3-15 provides standard network 
design planning factors for typical GIS clients, based on their target data source.  These numbers will be used in 
the following sections to project network bandwidth requirements to support planned GIS user deployments. 

Figure 3-15 
Network Design Planning Factors 
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4 GIS Product Architecture 
 

This section provides a foundation for understanding the software components and platform configuration 
options available to support distributed GIS operations.  Understanding application architecture alternatives and 
associated configuation strategies provides a foundation for selecting an appropriate distributed GIS design. 

Enterprise-level GIS applications support a variety of users throughout an organization, all requiring access to 
shared spatial and attribute data sources.  System hardware and software environments for distributed GIS 
applications are supported by a multitier client/server or Web services architecture.  A simple overview of the 
various architecture components is provided in figure 4-1. 
 

Figure 4-1 
GIS Multitier Architecture 

 
 

Central Data Servers

Spatial Data
File Server

Enterprise Business Systems
RDBMS Geodatabase Servers

RDBMS
Central Data Servers

Spatial Data
File Server

Enterprise Business Systems
RDBMS Geodatabase Servers

RDBMS

Desktop WorkstationsDesktop Workstations

Web Servers (Map Servers)

Browser Clients

Web Servers (Map Servers)

Browser Clients

Windows Terminal Servers

Terminal Clients

Windows Terminal Servers

Terminal Clients

Windows Terminal Servers

Terminal Clients  
 

 Central Data Servers.  Shared spatial and tabular database management systems provide central data 
repositories for shared geographic data.  These database management systems can be located on 
separate data servers or on the same central server platform. 

 Application Servers.  GIS applications are supported within the distributed configuration by hardware 
platforms that execute GIS functions.  In a centralized solution, Windows Terminal Server and Web 
Application Server platforms can provide host compute services to a large number of concurrent GIS 
clients.  Windows Terminal Servers host GIS desktop applications on centrally managed server farms 
allowing remote terminal clients to display and control applications executed on the terminal server 
platforms.  Web Application Servers support a variety of Web applications and services accessed by 
standard browser clients or other desktop applications.   

 Desktop Workstations.  Display and execution of application processes are supported by desktop 
workstations which, in many cases, are PCs that also can function as Windows terminal clients or Web 
browser clients.  In many GIS solutions, the client application server and desktop user workstation are 
the same platform. 
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4.1 ArcGIS System Software Architecture 
ArcGIS is an integrated collection of software products for building a complete geographic information system.  
The ArcGIS family of software products is used to deploy GIS functionality and business logic where needed – 
in desktops, servers, custom applications, Web services, and mobile devices.  The ArcGIS applications are 
supported by a common set of ArcObjects components developed using Microsoft component object model 
(COM) programming technology.  Figure 4-2 provides an overview of the ArcGIS system environment. 

 
Figure 4-2 

ESRI ArcGIS System Environment 
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GIS is a technology used for the creation, management, integration, analysis, display, and dissemination of 
spatial data.  Spatial data includes any information that can be associated with a location on the earth’s surface, 
or data that can be associated with a person or place that has such a location.  Vector data types are used to 
represent geographic points, lines, and areas (polygons).  Other spatial data types include scanned drawings, 
global positioning system (GPS) coordinates, satellite imagery, survey measurements, photogrammetry, and 
aerial photography which can be georeferenced to establish proper placement within a geographic map display.  
GIS technology is currently being used in business, government, public safety, defense and intelligence, health 
and human services, utilities and transportation, education, and natural resources to manage and understand 
spatial relationships. 

How the spatial data is maintained and published within the organization contributes to the performance and 
scalability of the system design.  The volume of spatial data used to support a GIS has grown exponentially over 
the last 10 years.  Many operational GIS environments maintain and support several terabytes of active GIS data 
resources, with megabytes of data reviewed and processed within a typical user display session.  This data must 
be organized and managed to support effective and efficient GIS operations.   

The ArcGIS technology includes a spatial database engine (ArcSDE) for managing and publishing GIS data.  
Figure 4-3 provides an overview of the supported ArcSDE components. 

 



 
System Design Strategies 4.0  GIS Product Architecture   

 C11144-11 

 

 
 

ESRI Technical Reference Document  4-3

Figure 4-3 
ArcSDE Components 
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Every ESRI software product includes an ArcSDE communication client.  ESRI publishes standard data models 
that incorporate schema for a variety of GIS user environments.  Geodatabase is a term used to describe spatial 
data resources stored in an ArcSDE user schema. ESRI provides a published api supporting an open 
development interface to the ArcSDE schema. 

Figure 4-4 provides an outline of the system architecture design configuration strategies supporting current GIS 
enterprise operations.  

Figure 4-4 
ESRI Software Environments 

 
 ArcGIS Desktop Client/Server Configurations 
• Distributed Workstation Architecture 
• Centralized Windows Terminal Server Architecture 

 ArcIMS/ArcGIS Server Web Service Architecture 
• ArcIMS Component Architecture 
• ArcGIS Server Component Architecture 
• Platform Configuration Strategies 

ArcGIS Desktop can be deployed on client workstations or hosted by a Windows Terminal Server.  Custom 
ArcGIS Engine applications include the same ArcObjects components supporting the ArcGIS Desktop 
commercial software and share common configuration strategies.  Different configuration alternatives are 
available to support communications between the client application and the GIS data source. 

ArcGIS Server and ArcIMS are deployed in a scalable Web application server architecture.  The Web server 
solutions include a software component architecture supporting application development and system 
performance and scalability.  Recommended platform configuration strategies will be provided for both 
standard and high available Web solutions. 

GIS applications support an open systems architecture.  The GIS enterprise architecture combines a variety of 
closely integrated commercial products to establish a fully supported system solution.  All commercial software 
products must be maintained to support evolving communication interface standards.  The importance of 
selecting well established (popular) software architecture solutions based on standard design practices cannot be 
overemphasized, since all parts of the distributed configuration are critical and must be exercised to ensure 
communication interfaces are properly maintained and supported.   



 
System Design Strategies 4.0  GIS Product Architecture   

 C11144-11 

 

 
 

ESRI Technical Reference Document  4-4

4.2 ArcGIS Desktop Client/Server Configurations 
ArcGIS Desktop software is supported on Microsoft Windows desktop and terminal server platform 
environments.  ArcGIS Engine is a software development kit providing ArcObjects components for custom 
desktop application development.  Visual basics is used as the primary programming language for ArcGIS 
desktop applications. 

ArcGIS Desktop is deployed in a client/server architecture.  The client applications are tightly coupled with the 
GIS data source, exchanging hundreds of sequential data requests to complete each user map display 
transaction.  A typical map display is refreshed in less than a second, requiring a very “chatty” protocol 
exchange with the connected data source.  Communications between the ArcGIS Desktop application and the 
GIS data source should be supported over stable high bandwidth local network environments with minimum 
communication latency.  Remote clients should be supported using terminal access to a central Windows 
Terminal Server located with the GIS data source. 

Figure 4-5 provides an overview of the primary software components supporting the ArcGIS Desktop 
application workflow. 
 

Figure 4-5 
Client/Server Software Architecture 
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ArcGIS Desktop software supports connection to local file data sources, DBMS data sources through an 
ArcSDE interface, and published Web data services.  Web data services can be integrated with local data in a 
standard GIS map display. 
 
4.2.1  Distributed Workstation Architecture 

Four distributed ArcGIS Desktop client configuration alternatives are identified in figure 4-6.  These 
configuration include access to a network file data source, direct connect access to an ArcSDE data source, and 
two ArcSDE connect options to an ArcSDE data source (one connecting through a middle tier ArcGIS Server 
and the other connecting to ArcSDE installed on the database server). 
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Figure 4-6 
Distributed ArcGIS Desktop Client 
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The ArcGIS Desktop software will provide native file access to GIS data located on local disk.  GIS 
applications can access a remote file data server data source by using microsoft common internet file system 
(CIFS) or similar UNIX network file services (NFS).   When mounting the remote disk, the remote file would 
appear as a local file share to the desktop application. Query processing for a fild data source is supported by 
the ArcGIS Desktop application. 

ArcGIS Desktop software provides two options for accessing an ArcSDE data source.  The direct connect 
option includes the ArcSDE executables as a part of the direct connect api which will communicate with a 
database client installed on the same machine.  The database client will support network communications to the 
database server.  The ArcSDE connect option supports network communication with a remote ArcSDE server 
(ArcSDE can be supported as an ArcGIS Server geodatabase service or installed on the DBMS server).  Query 
requests are sent to the data server and processed by the supported database management system (DBMS) 
software.  All data is stored and maintained in the DBMS repository. 
 
4.2.2  Centralized Windows Terminal Server Architecture 

The Microsoft Windows Terminal Server product establishes a multihost environment on a Windows server.  A 
Windows terminal client provides display and control of applications executed on the Windows Terminal 
Server.  Microsoft uses a standard remote desktop protocol (RDP) to support communication between the 
terminal server and the Windows client. 

Citrix provides a Presentation Server extension product that enables a more efficient independent computing 
architecture (ICA) communication protocol to support communication between the terminal server and client 
Windows platform.  The ICA protocol requires less than 28 Kbps bandwidth (rendering vector data information 
products) to support full Windows display and control of GIS applications supported on a Windows Terminal 
Server.  Presentation Server also includes client software for UNIX, Macintosh, and embedded Web client 
applications.   

Four distributed ArcGIS Desktop configuration alternatives are identified in figure 4-7.  All configurations are 
supported by remote terminal client access to ArcGIS Desktop applications supported on a central Windows 
Terminal Server.  ArcGIS Desktop configuration options include access to a network file data source, direct 
connect access to an ArcSDE data source, and two ArcSDE connect options to an ArcSDE data source (one 
connecting through a middle tier ArcGIS Server and the other connecting to ArcSDE installed on the database 
server). 
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Figure 4-7 
Centralized ArcGIS Desktop Client 
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The Windows terminal client communicates with the Windows Terminal Server through a compressed 
message-oriented communication protocol.  Terminal clients have a a persistent connection with the Windows 
Terminal Server ArcGIS Desktop session; lost connections are reinstated without loosing the session.  The 
application display is provided over the network to the terminal client, requiring much less data transfer than the 
spatial data query chatter between the application and the data source.  The terminal client display traffic 
requirements are very small, supporting good application performance over 28 Kbps modem dial-up 
connections (displays with an image backdrop may require more bandwidth). 

Each ArcGIS Desktop user session hosted on the Windows Terminal Server connects to each data source the 
same way it would if supported on a client workstation as explained in Section 4.3.1.  Most current ESRI 
customer using Windows Terminal Server also use the Citrix presentation server software.  The Windows 
Terminal Server farm is supported by commodity Windows server platforms (Intel or AMD).  Clients session 
load balancing across the terminal server farm is managed by the Citrix software.  A variety of client profile and 
security options are provided to support optimum GIS user display experience. 

 
4.3 ArcIMS/ArcGIS Server Web Service Architecture  
Web mapping services provide an efficient and effective approach to serving map products and services over 
the Internet.  The ArcGIS Desktop architecture presented earlier in this section requires tightly coupled 
client/server processes that demand stable high-bandwidth communications supported over relatively short 
distances.  Web client communications are supported using a transaction-based Hypertext Transfer Protocol 
(HTTP), which supports optimum communications over long distances and less stable communication 
environments.  Critical components associated with the Web services communication architecture are identified 
in figure 4-8. 
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Figure 4-8 
Web Services Software Architecture 
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Web services are published on a Web server.  Web server clients are presented with a catalog of published 
services when accessing the Web site.  Web applications consume map services and render a client presentation 
layer to support the published application workflow.  Client and Web servers are loosely connected in which 
each client communication represents a complete transaction.  Transactions are processed by the appropriate 
Web-based GIS server and returned to the client. 

ESRI Web GIS services are supported by ArcIMS and ArcGIS Server software.  ArcIMS includes several 
service engines that support efficient deployment of map services on the Web.  ArcGIS Server provides an 
ArcObjects software-based server development environment for deploying GIS server-based ArcGIS 
applications and services.  ArcGIS Server can be deployed in a Web architecture or as a LAN/WAN network 
service for desktop clients.  ArcGIS Server is also used to deploy "smart client" technology with the ArcGIS 9.2 
release.  Smart clients are loosely connected, lightweight, handheld or desktop computers that support persistent 
data cache and disconnected GIS client operations.  Client application deployment and data synchronization are 
managed by ArcGIS Server parent services. 

The software architecture components for ArcIMS and ArcGIS Server have different names and functionality, 
although in a logical sense they perform similar functional roles and are supported by common platform 
configuration strategies.  Both software solutions include Web Application (WA), Service Manager (SM), 
Spatial Server (SS), and data server (DS)  component functions that can be deployed on different platform 
combinations to support scalable capacity and system availability requirements.  Location of the various 
software components and the selected software configuration can directly impact system capacity, service 
reliability, and overall output performance. 
 
4.3.1 ArcIMS Component Architecture 

ArcIMS includes a Java Web servlet that supports Web map-publishing services.  The standard product includes 
an ArcIMS manager and map development wizards that support design and authoring of most standard map 
products without special programming.  ArcIMS also includes a Java client that supports standard Web 
products, data streaming, and data downloads.  The Java client also supports integration of local vector data 
with map images obtained from the Web.  ArcIMS Web services can also be used as a data source for ArcGIS 
Desktop clients. 
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A map server platform supports the primary ArcIMS Web services.  Map services are developed by the ArcIMS 
manager design and authoring tools producing templates on the application server that manage the map service 
and performance as a service queue.  Additional programming tools (ColdFusion [CF] and Active Server Pages) 
can be used on the Web server to develop custom user workflow presentations.  ArcIMS 9.2 includes a 
complete .NET application development framework common with ArcGIS Server. 

Figure 4-9 provides an overview of the ArcIMS  9.2 component architecture. 

Figure 4-9 
ArcIMS 9.2 Software  
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Figure 4-10 provides an overview of the ArcIMS component architecture and the associated software 
configuration groups.  The architecture includes four functional configuration components identified as Web 
applications (WA), service manager (SM), spatial services (SS), and data source (DS).  

Figure 4-10 
ArcIMS Component Architecture 
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The ArcIMS configuration components include the following: 

 ArcIMS Web Applications.  The Web application component includes the Web HTTP server and the 
Web applications.  The HTTP server supports communication between the ArcIMS map services and 
the Web client.  Web applications can be included to manage and enhance user workflow and client 
display presentation.  Connectors on the Web server translate Web HTTP traffic and/or Web 
application program calls to communication understood by the ArcIMS Web services.   

 ArcIMS Service Manager.  The ArcIMS application server component supports the inbound map 
service request queues (virtual servers) and connects to the ArcIMS public service engines (Image, 
ArcMap, Feature, etc.).  Inbound requests are routed to available service instances for processing.  A 
relatively small amount of processing is required to support the application server functions. 

 ArcIMS Spatial Services.  A map server platform hosts the ArcIMS spatial servers.  The spatial 
servers include the ArcIMS service engines (Image, Feature, Extract, Query, ArcMap Image, Geocode, 
Route, etc.) that service the map requests.  ArcIMS monitor is another term used for spatial server in 
the ArcIMS documentation. 

 Data Source.  The data server (GIS data source) is where the GIS data is stored.  An ArcSDE data 
source supports the query processing functions.  Standard GIS image or file data sources are also 
represented at this level. 

4.3.2 ArcGIS Server Component Architecture 

ArcGIS Server is a set of objects, applications, and services that make it possible to run ArcObjects components 
on a server platform environment.  Server objects are managed and run within the GIS server.  Server 
applications make use of server objects and may also use other ArcObjects components that are installed on the 
GIS server. 

The Web server hosts server applications and Web services developed using the ArcGIS Server application 
programming interface.  These Web services and Web applications can be developed using the ArcGIS Server 
Application Development Framework (ADF), which is available for both .NET and Java developers and 
supported within the associated Web Application Servers develoment environments. 

Figure 4-11 provides a high level overview of the ArcGIS Server component architecture. 

Figure 4-11 
ArcGIS Server Software Components 
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Figure 4-12 provides an overview of the ArcGIS Server component architecture and the associated software 
functional locations.  The ArcGIS Server architecture includes four configuration groups of software identified 
as Web applications, service manager, spatial services, and data source.  
 

Figure 4-12 
ArcGIS Server Component Architecture 

 

 
The ArcGIS Server configuration groups include the following: 

 ArcGIS Server Web Applications.  The ArcGIS Server WA components include a commercial Web 
HTTP server supporting communications with the Web clients and a Web Application Server 
development environment for .NET or Java Web applications or Web service catalogs.  ArcGIS Server 
includes a Web Tier that includes a .NET and JAVA Application Development Framework (ADF). 

 ArcGIS Server Service Manager.  A Server Object Manager (SOM) controls service object 
deployment and initial application assignment to deployed server object containers.  SOM performs as 
a parent process, controlling service load balancing and managing published service configurations 
based on active service request metrics. 

 ArcGIS Server Spatial Services.  The container machines (one or more depending on peak 
transaction requirements) host the Server Object Containers (SOCs) that are managed by the SOM.  
Each service configuration is supported by dedicated SOCs.  The server objects hosted within each 
SOC are supported by ArcObjects components installed on the container machine. 

 Data Source.  The data server (GIS data source) is where the GIS data is stored.  An ArcSDE data 
source supports the query processing functions.  Standard GIS image or file data sources are also 
represented at this level. 

Services available on ArcGIS Server can be published for use by intranet LAN or WAN applications.  
Application service assignment can be provided with direct access to SOM without using the Web server 
interface. 
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4.3.3 Web Platform Configuration Strategies 

A Web site can be supported with as few as one platform or as many as six or more platforms, depending on 
site capacity and availability requirements.  ArcIMS and ArcGIS Server platform configuration options are 
similar, and criteria for establishing the proper configuration strategy are common to both technologies.  This 
section will address software component configuration strategies.  ArcGIS Server and ArcIMS performance 
metrics will be included later in Chapters 7 and 8 to address system performance and capacity planning. 

The Web system architecture design alternatives are grouped as single-tier, two-tier, and three-tier 
configurations.  Simple configurations are easier to maintain and support.  More complex configurations 
support higher capacity and system availability requirements.  Production operations are normally supported 
with high available configurations (configurations that will continue providing services with any single platform 
failure). 

ArcIMS and ArcGIS Server are designed to support a scalable Web architecture.  Optimum platform 
environments are configured using single or dual socket commodity server platform technology.  ArcGIS 
Server is licensed based on the number of platform sockets supporting the ArcIMS or ArcGIS Server software 
components.  Following are recommended platform configuration options for supporting primary GIS services.   
 
4.3.3.1 Single-Tier Platform Configuration   

Figure 4-13 provides an overview of single-tier platform configurations.  Single-tier configurations provide one 
or two platforms capable of supporting all Web service components.  Most initial customer deployments with a 
small database can be supported by a single-tier architecture. 
 

Figure 4-13 
Single-Tier Platform Configuration  
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 Standard Configuration.  A complete Web site can be supported on a single hardware platform.  This 
configuration is appropriate for Web service development and test, sites with a limited number of 
service requests, and initial prototype deployments.  A special single socket workgroup server license 
bundled with a Microsoft SQL Server database is available for customer sites that can be supported by 
a single platform configuration. 

 High-Availability Configuration.  Most GIS server production operations require redundant server 
solutions, configured so the site remains operational in the event of a single platform failure.  This 
configuration will continue to support production operations during single platform maintenance and 
upgrade and while configuring and publishing new services.  This configuration includes (1) network 
load balancing to route the traffic to each of the servers during normal operations and only to the active 
server if one of the servers fails, (2) service manager load balancing to distribute spatial services 
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processing load between the two platforms to avoid having requests back up on one server when extra 
processing resources are available on the other server (separate SS containers are required on each 
platform to support this configuration), and duplicated (3) data servers that require a complete copy of 
the data.  

 
4.3.3.2   Two-Tier Platform Configuration   
 
A two-tier architecture provides an optimum solution for sites supported with a separate database server.  The 
two-tier high available option may become the most popular and practical configuration supporting most 
ArcGIS Server deployments. 

The two-tier architecture in figure 4-14 includes GIS server and data server platforms.  The Web server and GIS 
server components are located on the GIS server platform, and the data server is located on a separate data 
server platform.  This is a popular configuration for sites with large volumes of data resources or existing data 
servers.  A single copy of the data can support multiple server components in conjunction with other enterprise 
GIS data clients. 
 

Figure 4-14 
Two-Tier Platform Configuration 
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 Standard Configuration.  The standard configuration includes one GIS server platform with a 
separate single data server platform.  The Web server is installed on the GIS server platform.   

 
 High-Availability Configuration.  High-availability operations require redundant server solutions, 

configured so the site remains operational in the event of any single platform failure.  This 
configuration includes (1) network load balancing to route the traffic to each of the GIS servers during 
normal operations and only to the active GIS server if one of the servers fails, (2) SM load balancing to 
distribute SS processing load between the two GIS server platforms to avoid having requests back up 
on one server when extra processing resources are available on the other server (two SS container 
groups are required on each GIS server platform to support this configuration), and (3) two data 
servers that are clustered and connected to a common storage array data source.  The primary data 
server supports query services during normal operations, and the secondary data server takes over 
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query services when the primary server fails.  Data server clustering is not required if availability 
requirements are satisfied with a single data server. 

 
4.3.3.3  Three-Tier Platform Configuration 
 
The three-tier configurations include Web server, map server/container machine, and data server tiers.  Two 
configuration options are provided, based on location of the Service Manager (ArcIMS application 
server/ArcGIS Server SOM).  
 
Figure 4-15 shows a three-tier configuration with the Service Manager located on the Web Server tier.    This 
configuration provides the simplest three-tier architecture (network load balancing handles Web tier failover), 
and would likely be the most popular solution.  The three-tier configuration provides a scalable architecture, 
where the middle tier can support two or more platforms as required to support capacity requirements. 
 

Figure 4-15 
Three-Tier Platform Configuration 
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 Standard Configuration.  The standard configuration includes a single Web server with a separate 
map server/container machine layer.  The map server/container machine layer can be a single platform 
or can be expanded to support several platforms, depending on the required site capacity.  SM load 
balancing is provided by the GIS server service manager.   

 
 High-Availability Configuration.  High-availability operations require redundant server solutions, 

configured so the site remains operational in the event of any single platform failure.  This 
configuration includes (1) network load balancing to route the traffic to each of the Web servers during 
normal operations and only to the active Web server if one of the servers fails, (2) SM load balancing 
to distribute SS processing load between the two map server/container machine platforms to avoid 
having requests back up on one server when extra processing resources are available on the other 
server (separate SS containers are required on each map server/container machine platform to support 
this configuration), and (3)  data server configuration supporting enterprise requirements. 
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Figure 4-16 shows a three-tier configuration with the Service Manager located on the Map Server/container 
machine tier..  The Web server and GIS server connectors are located on the Web server platform, and the SM, 
SS, and DS components are located on the map server/container machine platforms.  This could be a preferred 
configuration when supporting JAVA applications on Linux based Web servers.  In this configuration, all the 
COM based software are located on the container machine tier.  The failover scenarios gets a bit sticky, both 
with ArcIMS and with ArcGIS Server.  With ArcIMS, if the SM1 server fails, WA1 will send maps to SM2.  
SM2 will return results to the parent WA2 output file.  Client will return to WA1 to get results, and will need a 
virtual disk mount to receive the result from the Output 2 directory.  The ArcGIS Server failover should work 
fine, since SM2 would connect WA1 to a SOM to complete the transaction and the output would be returned to 
WA1.  It may still be necessary to configure SM load balancing for optimum capacity during peak loads. 
 

Figure 4-16 
Three-Tier Platform Configuration 
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 Standard Configuration.  The standard configuration includes a single Web server with a separate 

map server/container machine layer.  The map server/container machine layer can be a single platform 
or can be expanded to support several platforms, depending on the required site capacity.  Web 
application traffic balancing is supported by the GIS server connectors for the ArcIMS 
implementation.  The ArcGIS Server implementation can be configured in a failover mode (SM2 
would be activated only if SM1 fails).  SM load balancing is provided by the server manager 
components.  Separate SS containers must be configured on the map servers to support load balancing 
of multiple platforms.  Administration of this architecture may become increasingly complex as 
additional map servers/container machines are deployed. 

 
 High-Availability Configuration.  High-availability operations require redundant server solutions, 

configured so the site remains operational in the event of any single platform failure.  This 
configuration includes (1) network load balancing to route the traffic to each of the Web servers during 
normal operations and only to the active Web server if one of the servers fails, (2) SM load balancing 
to distribute SS processing load between the two map server/container machine platforms to avoid 
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having requests back up on one server when extra processing resources are available on the other 
server (two SS containers are required on each map server/container machine platform to support this 
configuration), and (3)  data server configuration supporting enterprise requirements.  Administration 
of this architecture becomes increasingly complex as additional map servers/container machines are 
deployed. 

 
Figure 4-17 shows a three-tier configuration with the Web application tier supported entirely by Web 
services.  The Web application tier can be deployed with our without local data sources.  HTTP services 
can be provided by a local ArcGIS server tier providing supporting services through a Web Service 
Handler.  The Web Service Handler provides a direct connection between the ArcGIS Server tier and the 
Web application tier using HTTP SOAP and XML communication protocols. 

 
Figure 4-17 

Three-Tier Platform Configuration 
(Web Service architecture) 

 

High-Availability Configuration

WA1

Web Server

WA2

Web Server

WA1

Web Server

WA2

Web Server

Network Load BalancingNetwork Load Balancing

Map Server
Container Machine 

Map Server
Container Machine 

Map Server
Container Machine 

SM2SM1

SS1 SS2 SS1 SS2 SS1 SS2

DSEnterprise Database Source

SM Load Balancing

WA1 WA2Web Service Handler

Map Server
Container Machine 

Map Server
Container Machine 

Map Server
Container Machine 

SM2SM1

SS1 SS2 SS1 SS2 SS1 SS2

DSEnterprise Database Source

SM Load Balancing

WA1 WA2Web Service Handler

HTTP Services ---------------------------------------------------------------------------------------

ServicesServices

WA Failover*

 
 
 
 
 



 



 
System Design Strategies    

 C11144-11 

 
 

 
 

 

ESRI Technical Reference Document 5-1 

5 Enterprise Security 
 
This section provides an introduction to the types of security measures that should be considered in supporting 
enterprise operations.  Implementation needs vary based on the type of operations and the associated threat 
environment. 
 
Enterprise security can be a challenge for IT architects and security specialists.  Until the last few years, entire 
IT systems were frequently designed around a single mission objective and a single "community of interest" 
normally supported with physically isolated systems, each with its own data stores and applications.   New 
emerging standards are supported with more mature communication environments, more intelligent operating 
systems, and a variety of standard integration protocols enabling IT architects to design and maintain a single, 
organization-wide enterprise architecture.   
 
Recent industry advancements, especially in the areas of Web service standards and service-oriented 
architectures, are enabling architects to more effectively satisfy enterprise security objectives.  ESRI's careful 
attention to these standards, coupled with an overall philosophy of providing highly interoperable software, 
provides security architects with a high level of flexibility, thus establishing trust for all ESRI components 
contained in an enterprise solution.   
 
A full discussion on enterprise security is beyond the scope of this document.  An ESRI white paper, ArcGIS 
Enterprise Security:  Delivering Secure Solutions (July 2005), addresses ArcGIS configuration strategies to 
support enterprise operations.  This white paper is available at 
http://www.esri.com/library/whitepapers/pdfs/arcgis-security.pdf.   

5.1 Enterprise Security Strategies 
 
Business operations today are exposed to a variety of information security threats.  These threats can be 
generated by both friendly and unfriendly sources and may include both internal and external users.  Threats can 
be intentional or inadvertent, but in either case, they can result in loss of resources, compromise of critical 
information, or denial of service.   
 
Types of information security threats are identified in figure 5-1.  Threats can range from computer virus attacks 
that can shut down business operations and destroy information resources, to employee use of high-bandwidth 
Internet resources causing oversaturated networks that deny or restrict normal business operations.  The 
growing volume of SPAM and unsolicited advertising can also overload communication.  Proper levels of 
security are essential to protect and support business operations. 
 

Figure 5-1 
Computer Security Threats 

 
• Spoofing: Spoofing is attempting to gain access to a system by using 

a false identity.
• Tampering: Tampering is the unauthorized modification of data.
• Repudiation: Repudiation is the ability of users (legitimate or 

otherwise) to deny that they performed specific actions or 
transactions.

• Information Disclosure: Information disclosure is the unwanted 
exposure of private data.

• Denial of Service: Denial of service is the process of making a 
system or application unavailable.

• Elevation of Privilege: Elevation of privilege occurs when a user 
with limited privileges assumes the identity of a privileged user to 
gain privileged access to an application.
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Enterprise protection is provided through a concept of security in depth.  No security solution is infallible, and 
protection can only be achieved through a layered defense.  This defense should begin with controlled access to 
the desktop environment and incorporating appropriate access protection at every level of the architecture.   

 Client/Server Architecture.  Figure 5-2 provides an overview of security options for protecting 
standard client/server operations.  Desktop and network operating systems should require user 
identification and password based on defined system access privileges.  Networks can include firewalls 
that restrict and monitor content of communications, establishing different levels of access criteria for 
message traffic.  Communication packets can be encrypted (Secure Socket Layer [SSL]) to deny 
unauthorized information access, even if the data is captured or lost during transmission.  Specific 
content exchange criteria can be established between servers (IPSec) to restrict communication flow 
and to validate traffic sources.  Traffic activity can be monitored (intrusion detection) to identify 
attempts to overcome security protection.  Data can be protected on disk to avoid corruption or prevent 
access as appropriate (encryption).  Database environments provide access control (privileges) and 
row-level security.  A combination of these security techniques throughout the information flow can 
provide the highest level of protection. 

 
Figure 5-2 

Security in Depth 
(Client/Server Architecture) 
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Figure 5-3 shows the client/server security options and identifies the treats addressed at each level.  
Threats can be mitigated at the desktop, operating system, during network transport, and in the data 
center to improve security.  There are potential vulnerabilities at each level of protection, and 
implementation of security in depth is needed to secure against the broad range of potential threat 
scenarios. 
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Figure 5-3 

Threat Assessment 
(Client/Server Architecture) 

 

 
 

 Web Application Architecture.  Figure 5-4 provides an overview of security options available for 
supporting a Web application environment.  Standard firewall, SSL, IPSec, intrusion detection, data 
file encryption, and RDBMS security solutions continue to support Web operations.  Additional 
security can be implemented to protect and control HTTP communications; basic and digest 
authentication and implementation of digital certificate (PKI) authentication procedures promote 
secure communications and support restricted user access to published Web applications.  Secure 
HTTP protocols (HTTPS) encrypt data transfers supporting a higher level of communication 
protection.  Web applications can assume user rights for data access (impersonation), and options for 
passing user authentication (single sign on [SSO]) for database access will enhance security and 
control access to the data source. 

 
Figure 5-4 

Security in Depth 
(Web Application Architecture) 
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Figure 5-5 identifies security protection techniques available to support a Web application architecture.  
Web applications can be more secure than standard client/server protocols, although there remain 
potential vulnerabilities with each level of protection.  Implementation of an enterprise security in 
depth strategy is needed to provide adequate protection against the broad range of potential threat 
scenarios. 

 
Figure 5-5 

Threat Assessment 
(Web Application Architecture) 

 

 
 Web Services Architecture.  Figure 5-6 provides an overview of security options available for 

supporting an enterprise service-oriented architecture.  Protection provided by the Web application 
architecture will support an SOA, and additional options are available to enhance access controls.  
Client applications can include additional security features to ensure proper use and control.  
Additional Web security solutions can be implemented to support user authentication and restrict 
access to Web services (WS-Security).  Web services extensions (WSE)are specific Web services 
security implementations supported through Web server technology. Secure HTTP communications 
encrypt data transmissions and improve communication security. 
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Figure 5-6 
Security in Depth 

(Web Services Architecture) 
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The highest level of protection can be provided through an integrated approach to security, 
incorporating protection at each communication layer and requiring authentication at multiple levels. 

Figure 5-7 identifies security solutions available to support an enterprise service-oriented architecture.  
Web services provide the highest level of protection, although no enterprise solution alone provides 
total security.   Implementation of an enterprise security in depth strategy is needed to provide 
adequate protection against the broad range of potential threat scenarios. 

 
Figure 5-7 

Threat Assessment 
(Web Services Architecture) 
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Security is receiving increased emphasis in today's increasingly connected business environment.  Security 
threats become more aggressive as technology matures, and protection is growing in importance with every 
aspect of our life.  It is difficult to protect against every possible threat, so it is important to integrate security 
awareness in everything we do.  

5.2 Web Firewall Configuration Alternatives 
 
Firewall configurations are provided to support communications between various levels of security.  A number 
of firewall configuration options are identified here, based on the location of the ArcIMS or ArcGIS Server 
software components.  An ESRI white paper, Security and ArcIMS, addresses configuration options for secure 
ArcIMS environments.  This paper is available on the ESRI Web site at 
http://www.esri.com/library/whitepapers/pdfs/securityarcims.pdf. 
 
Figure 5-8 provides an overview of default TCP ports used with ArcIMS and ArcGIS Server firewall 
configurations.  ArcIMS firewall configuration ports are provided between each of the software configuration 
layers.  ArcGIS Server communications between the Web application server and Server Object Container use 
the Distributed Component Object Model (DCOM) protocols.  The use of DCOM involves dynamically 
acquiring TCP/IP ports for communication between components, and separation of these components over a 
firewall configuration is not recommended. 
 

Figure 5-8 
Firewall Communications 
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The remaining discussion will address available Web services firewall configuration strategies.  Advantages and 
disadvantages of each configuration are discussed.  Understanding the available configuration options and 
associated implications can help the security architect select the best solution for supporting enterprise security 
needs. 
 

 All Web Services Components in DMZ.  The most secure solution provides physical separation of 
the secure network from all ArcIMS software components.   
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Figure 5-9 shows the Web application, service manager, spatial services, and data source are all 
located outside the secure network firewall and within the demilitarized zone (DMZ).  This 
configuration requires maintenance of duplicate copies of the GIS data.  Data must be replicated from 
the internal GIS data server to the external data server supporting the ArcIMS services.   

 
Figure 5-9 

All Web Services Components in DMZ 
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 All Web Services Components in DMZ Except Data Server.  Figure 5-10 shows the Web 
application, service manager, and spatial services located in the DMZ, accessing the internal ArcSDE 
data server located on the secure network.  Port 5151 access through the secure firewall will allow 
limited access to the ArcSDE DBMS data server.  High volume of traffic must be supported between 
the spatial services and the data source.  Any network disconnects with the data server would generate 
delays while all publish service connections are reestablished.  

 
Figure 5-10 

All Web Services Components in DMZ Except Data Source 
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 Web Application in the DMZ, Remainder of the Web Services Components on the Secure 

Network.  Figure 5-11 shows the Web application server located in the DMZ, with the map 
server/container machine and data server located on the secure network.  The service manager and 
spatial services must be located on the internal network for this configuration to be acceptable.  The 
output file, located on the Web server, must be shared with the map server to support the default 
ArcIMS configuration.    This disk mount will support one-way access from the map server through the 
firewall to the Web server.  The JSP and .NET applications support output streaming which provides 
an alternative way to move the output to the Web server.  ArcGIS Server implementations can be 
supported using a web service handler connection across the firewall.  A Web server on the container 
machine is used to support HTTP communications between the server object containers (SS) and the 
Web application (WA).   

 
Figure 5-11 

Web Application in DMZ, Remainder of Web  
Services Components on Secure Network 
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 Web Applications and Service Manager in the DMZ, Remainder of the Web Services 
Components on the Secure Network.  Figure 5-12 shows the Web application server and service 
manager located in the DMZ, with the map server/container machine and data server located on the 
secure network.  The output file, located on the Web server, must be shared with the map server.  This 
disk mount will support one-way access from the map server through the firewall to the Web server.  
This configuration is not recommended for ArcGIS Server. 
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Figure 5-12 

Web Applications and Service Manager in DMZ,  
Remainder of Web Services Components on Secure Network 
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 Multiple Web Application Server Configurations.  Figure 5-13 shows a multiple Web application 
server solution, providing separate access security to intranet and Internet browser clients.  This hybrid 
solution provides shared use of a central map server compute environment while supporting separate 
user access security requirements.  Separate map services can be deployed on the two Web servers, 
providing secure access to separate user communities from the same ArcIMS site.  Similar solutions 
can be supported by ArcGIS Server, with access across the firewall supported by the ArcGIS Server 
web service handler.   

 
Figure 5-13 

Multiple Web Application Server Configurations 
 

WA

Internet Web Server

SM
Output

File

WA

Internet Web Server

SM
Output

File

DMZSecure Network DMZDMZDMZSecure NetworkSecure NetworkSecure Network

DS

Data  Server

DS

Data  Server

Map Server
Container Machine

SS

Map Server
Container Machine

Map Server
Container Machine

SSSS

WA

Intranet Web Server

SM
Output

File

WA

Intranet Web Server

SM
Output

File

Client
Browser

Client
Browser

Client
Browser

Client
Browser

Client
Browser

Client
Browser

Disk 
Mount*

Disk 
Mount*

WA AccessWA Access

* Disk mount can be replaced with output streaming
ArcIMS:  Output streaming requires JSP or .NET client

Client
Browser

WWW

Client
Browser

WWWWWW

WA

HTTP Access**
SOAP/XML

WA

HTTP Access**
SOAP/XML

SS AccessSS Access

**  HTTP service required for ArcGIS 
Server to avoid DCOM port administration.

 
 
 



 
System Design Strategies 5.0  Enterprise Security   

 C11144-11 

 

 
 

ESRI Technical Reference Document  5-10

 Web Services with Proxy Server.  Figure 5-14 shows interface with intranet Web application 
configuration supported by a proxy server.  This solution provides private network security through a 
reverse proxy server and supports the complete Web Services configuration on the private network.  
This configuration enables full management of the Web site on the private network.  This is the 
preferred configuration for ArcGIS Server deployment. 

 
Figure 5-14 

Web Services with Proxy Server 
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 All Web Services Components on the Secure Network.  Figure 5-15 shows the Web application, 

map server/container machine, and data server components all inside the firewall on the secure 
network.  Port 80 must be open to allow HTTP traffic to pass through the firewall.  Many organizations 
are not comfortable with this level of security. 

 
Figure 5-15 

All Web Services Components on Secure Network 
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6 Data Administration 
 
Data management is a primary consideration when developing enterprise GIS architectures.  Enterprise GIS 
normally benefits from efforts to consolidate agency GIS data resources.  There are several reasons for 
supporting data consolidation.  These reasons include improving user access to data resources, providing better 
data protection, and enhancing the quality of the data.  Consolidation of IT support resources also reduces 
hardware cost and the overall cost of system administration. 
 
The simplest and most cost-effective way to manage data resources is to keep one copy of the data in a central 
data repository and provide required user access to this data to support data maintenance and operational GIS 
query and analysis needs.  This is not always practical, and many system solutions require that organizations 
maintain distributed copies of the data.  Significant compromises may have to be made to support distributed 
data architectures.   
 
This section provides an overview of data management technology.  Several basic data management tasks will 
be identified along with the current state of technology to support these tasks.  These data management tasks 
include the following: 
 

 Ways to protect spatial data 
 Ways to back up spatial data 
 Ways to move spatial data 
 New ways to manage and access spatial data 

 

6.1 Ways to Protect Spatial Data 
 
Enterprise GIS environments depend heavily on GIS data to support a variety of critical business processes.  
Data is one of the most valuable resources of a GIS, and protecting data is fundamental to supporting critical 
business operations.   
 
The primary data protection line of defense is provided by the storage solutions.  Most storage vendors have 
standardized on redundant array of independent disks (RAID) storage solutions for data protection.  A brief 
overview of basic storage protection alternatives includes the following: 
 

 Just a Bunch of Disks (JBOD).  A disk volume with no RAID protection is referred to as a JBOD 
configuration, or just a bunch of disks.  This represents a configuration of disks with no protection and 
no performance optimization.   

 
 RAID 0.  A disk volume in a RAID 0 configuration provides striping of data across several disks in the 

storage array.  Striping supports parallel disk controller access to data across several disks reducing 
time required to locate and transfer the requested data.  Data is transferred to array cache once it is 
found on each disk.  RAID 0 striping provides optimum data access performance with no data 
protection.  100 percent of the disk volume is available for data storage. 

 
 RAID 1.  A disk volume in a RAID 1 configuration provides mirror copies of the data on disk pairs 

within the array.  If one disk in a pair fails, data can be accessed from the remaining disk copy.  The 
failed disk can be replaced and data restored automatically from the mirror copy without bringing the 
storage array down for maintenance.  RAID 1 provides optimum data protection with minimum 
performance gain.  Available data storage is limited to 50 percent of the total disk volume, since a 
mirror disk copy is maintained for every data disk in the array. 

 
 RAID 3 and 4.  A disk volume in a RAID 3 or RAID 4 configuration supports striping of data across 

all disks in the array except for one parity disk.  A parity bit is calculated for each data stripe and 
stored on the parity disk.  If one of the disks fails, the parity bit can be used to recalculate and restore 
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the missing data.  RAID 3 provides good protection of the data and allows optimum use of the storage 
volume.  All but one parity disk can be used for data storage, optimizing use of the available disk 
volume for data storage capacity. 

 
There are some technical differences between RAID 3 and RAID 4 which, for our purposes, are at a level 
beyond our current discussion.  Both of these storage configurations have potential performance disadvantages.  
The common parity disk must be accessed for each write, which can result in disk contention under heavy peak 
user loads.  Performance may also suffer because of requirements to calculate and store the parity bit for each 
write.  Write performance issues are normally resolved through array cache algorithms on most high-
performance disk storage solutions. 
 
Popular RAID Configurations 
 
The following RAID configurations are the most commonly used to support ArcSDE storage solutions.  These 
solutions represent RAID combinations that best support data protection and performance goals.  Figure 6-1 
provides an overview of the most popular composite RAID configuration strategies. 
 

Figure 6-1 
Ways to Store Spatial Data 

(Standard RAID Configurations) 
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 RAID 1/0.  RAID 1/0 is a composite solution including RAID 0 striping and RAID 1 mirroring.  This 
is the optimum solution for high performance and data protection.  This is also the costliest solution.  
Available data storage is limited to 50 percent of the total disk volume, since a mirror disk copy is 
maintained for every data disk in the array.  

 
 RAID 5.  RAID 5 includes the striping and parity of the RAID 3 solution and the distribution of the 

parity volumes for each stripe across the array to avoid parity disk contention performance bottlenecks.  
This improved parity solution provides optimum disk utilization and near optimum performance, 
supporting disk storage on all but one parity disk volume.   

 
 Hybrid Solutions.  Some vendors provide alternative proprietary RAID strategies to enhance their 

storage solution.  New ways to store data on disk can improve performance and protection and may 
simplify other data management needs.  Each hybrid solution should be evaluated to determine if and 
how it may support specific data storage needs. 

 
ArcSDE data storage strategies depend on the selected database environment. 
 

 SQL Server.  Log files located on RAID 1 mirror and Index and data tables located on RAID 5 disk 
volume 
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 Oracle, Informix, and DB2.  Index tables and log files located on RAID 1/0 mirror and striped data 

volumes and data tables located on RAID 5 

6.2 Ways to Back Up Spatial Data  
Data protection at the disk level will minimize the need for system recovery in the event of a single disk failure 
but will not protect against a variety of other data failure scenarios.  It is always important to keep a current 
backup copy of critical data resources at a safe known location away from the primary site.  

Data backups typically provide the last line of defense for protecting data investments.  Careful planning and 
attention to storage backup procedures are important factors of a successful backup strategy.  Data loss can 
result from many types of situations, with some of the most probable situations being administrative or user 
error.  Figure 6-2 provides an overview of the different ways to back up spatial data. 
 

Figure 6-2 
Ways to Back Up Spatial Data 
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 Host Tape Backup.  Traditional server backup solutions use lower-cost tape storage for backup.  Data 

must be converted to a tape storage format and stored in a linear tape medium.  Backups can be a long 
drawn out process taking considerable server processing resource (typically consume a core during the 
backup process) and requiring special data management for operational environments.   

For database environments, these backups must occur based on a single point in time to maintain 
database continuity.  Database vendors support online backup requirements by establishing a 
procedural snapshot of the database.  A copy of the protected snapshot data is retained in a snapshot 
table when changes are made to the database, supporting point-in-time backup of the database and 
potential database recovery back to the time of the snapshot.   

Host processors can be used to support backup operations during off-peak hours.  If backups are 
required during peak-use periods, backups can impact server performance. 

 Network Client Tape Backup.  The traditional online backup can often be supported over the LAN 
with the primary batch backup process running on a separate client platform.  DBMS snapshots may 
still be used to support point-in-time backups for online database environments.  Client backup 
processes can contribute to potential network performance bottlenecks between the server and the 
client machine because of the high data transfer rates during the backup process. 
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 Storage Area Network Client Tape Backup.  Some backup solutions support direct disk storage 
access without impacting the host DBMS server environment.  Storage backup is performed over the 
SAN or through a separate fiber channel access to the disk array with batch process running on a 
separate client platform.  A disk-level storage array snapshot is used to support point-in-time backups 
for online database environments.  Host platform processing loads and LAN performance bottlenecks 
can be avoided with disk-level backup solutions. 

 Disk Copy Backup.  The size of databases has increased dramatically in recent years, growing from 
tens of gigabytes to hundreds of gigabytes and, in many cases, terabytes of data.  Recovery of large 
databases from tape backups is very slow, taking days to recover large spatial database environments.  
At the same time, the cost of disk storage has decreased dramatically providing disk copy solutions for 
large database environments competitive in price to tape storage solutions.  A copy of the database on 
local disk, or a copy of these disks to a remote recovery site, can support immediate restart of the 
DBMS following a storage failure simply by restarting the DBMS with the backup disk copy. 

6.3 Ways to Move Spatial Data 
Many enterprise GIS solutions require continued maintenance of distributed copies of the GIS data resources, 
typically replicated from a central GIS data repository or enterprise database environment.  Organizations with a 
single enterprise database solution still have a need to protect data resources in the event of an emergency such 
as fire, flood, accidents, or other natural disasters.  Many organizations have recently reviewed their business 
practices and updated their plans for business continuance in the event of a major loss of data resources.  The 
tragic events of September 11, 2001, demonstrated the value of such plans and increased interest and awareness 
of the need for this type of protection.   

This section reviews the various ways organizations move spatial data.  Traditional methods copy data on tape 
or disk and physically deliver this data to the remote site through standard transportation modes.  Once at the 
remote site, data is reinstalled on the remote server environment.  Technology has evolved to provide more 
efficient alternatives for maintaining distributed data sources.  Understanding the available options and risks 
involved in moving data will be important in defining optimum enterprise GIS architecture. 

Traditional Data Transfer Methods 

Figure 6-3 identifies traditional methods for moving a copy of data to a remote location. 
Figure 6-3 

Ways to Move Spatial Data 
(Traditional Tape Backup/Disk Copy) 
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Traditional methods include backup and recovery of data using standard tape or disk transfer media.  Moving 
data using these types of procedures are commonly called "sneaker net" and provide a way to transfer data 
without the support of a physical network. 
 

 Tape Backup.  Tape backup solutions can be used to move data to a separate server environment.  
Tape transfers are normally very slow.  The reduced cost of disk storage has made disk copy a much 
more feasible option. 

 
 Disk Copy.  A replicated copy of the database on disk storage can support rapid restore at a separate 

site.  The database can be restarted with the new data copy and online with a very short recovery time. 
 
ArcGIS Geodatabase Transition 
 
Moving subsets of a single database cannot normally be supported with standard backup strategies.  Data must 
be extracted from the primary database and imported into the remote database to support the data transfer.  
Database transition can be supported using standard ArcGIS export/import functions.  These tools can be used 
as a method of establishing and maintaining a copy of the database at a separate location.  Figure 6-4 identifies 
ways to move spatial data using ArcGIS data transition functions. 
 

Figure 6-4 
Ways to Move Spatial Data 
(Geodatabase Transition) 
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 ArcSDE Admin Commands.  Batch process can be used with ArcSDE admin commands to support 

export and import of an ArcSDE database.  Moving data using these commands is most practical when 
completely replacing the data layers.  These commands are not optimum solutions when transferring 
data to a complex ArcSDE geodatabase environment. 

 
 ArcCatalog/ArcToolbox Commands.  ArcCatalog supports migration of data between ArcSDE 

geodatabase environments, extracts from a personal geodatabase, and imports from a personal 
geodatabase to an ArcSDE environment. 
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Database Replication 
 
Customers have experienced a variety of technical challenges when configuring DBMS spatial data replication 
solutions.  ArcSDE data model modifications may be required to support DBMS replication solutions.  Edit 
loads will be applied to both server environments, contributing to potential performance or server sizing 
impacts.  Data changes must be transmitted over network connections between the two servers, causing 
potential communication bottlenecks.  These challenges must be overcome to support a successful DBMS 
replication solution. 
 
Customers have indicated that DBMS replication solutions can work but require a considerable amount of 
patience and implementation risk.  Acceptable solutions are available through some DBMS vendors to support 
replication to a read-only backup database server.  Dual master server configuration strategies significantly 
increase the complexity of an already complex replication solution.  Figure 6-5 presents the different ways to 
move spatial data using database replication. 
 

Figure 6-5 
Ways to Move Spatial Data 

(Database Replication) 
 

  
 

 Synchronous Replication.  Real-time replication requires commitment of data transfer to the 
replicated server before releasing the client application on the primary server.  Edit operations with this 
configuration would normally result in performance delays because of the typical heavy volume of 
spatial data transfers and the required client interaction times.  High-bandwidth fiber connectivity 
(1000 Mbps bandwidth) is recommended between the primary server and the replicated backup server 
to minimize performance delays. 

 
 Asynchronous Replication.  Near real-time database replication strategies decouple the primary 

server from the data transfer transaction to the secondary server environment.  Asynchronous 
replication can be supported over WAN connections, since the slow transmission times are isolated 
from primary server performance.  Data transfers (updates) can be delayed to off-peak periods if WAN 
bandwidth limitations dictate, supporting periodic updates of the secondary server environment at a 
frequency supporting operational requirements. 
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Disk-Level Replication  
 
Disk-level replication is a well established technology, supporting global replication of critical data for many 
types of industry solutions.  Spatial data is stored on disk sectors very similar to any other data storage and, as 
such, does not require special attention beyond what might be required for other data types.  Disk volume 
configurations (data location on disk and what volumes are transferred to the remote site) may be critical to 
ensure database integrity.  Mirror copies are refreshed based on point-in-time snapshot functions supported by 
the storage vendor solution.   
 
Disk-level replication provides transfer of block-level data changes on disk to a mirror disk volume located at a 
remote location.  Transfer can be supported with active online transactions with minimum impact on DBMS 
server performance capacity.  Secondary DBMS applications must be restarted to refresh the DBMS cache and 
processing environment to the point in time of the replicated disk volume. 
 
Figure 6-6 presents the different ways to move spatial data using disk-level replication. 
 

Figure 6-6 
Ways to Move Spatial Data 

(Disk-Level Replication) 
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 Synchronous Replication.  Real-time replication requires commitment of data transfer to the 
replicated storage array before releasing the DBMS application on the primary server.  High-
bandwidth fiber connectivity (1000 Mbps bandwidth) is recommended between the primary server and 
the replicated backup server to avoid performance delays.   

 Asynchronous Replication.  Near real-time disk-level replication strategies decouple the primary disk 
array from the commit transaction of changes to the secondary storage array environment.  
Asynchronous replication can be supported over WAN connections, since the slow transmission times 
are isolated from primary DBMS server performance.  Disk block changes can be stored and data 
transfers delayed to off-peak periods if WAN bandwidth limitations dictate, supporting periodic 
updates of the secondary disk storage volumes to meet operational requirements.   

 



 
System Design Strategies 6.0  Data Administration   

 C11144-11 

 

 
 

ESRI Technical Reference Document  6-8

6.4 Geodatabase Replication 
 
Release of the ArcGIS technology introduced the ArcSDE geodatabase, which provides a way to manage long 
transaction edit sessions within a single database instance.  ArcSDE supports long transactions using versions 
(different views) of the database.  A geodatabase can support thousands of concurrent versions of the data 
within a single database instance.  The default version represents the real world, and the other named versions 
are proposed changes and database updates in work. 
 
Figure 6-7 shows a typical long transaction workflow life cycle.  The workflow represents design and 
construction of a typical housing subdivision.  Several design alternatives might initially be represented as 
separate named versions in the database to support planning for a new subdivision.  One of these designs 
(versions) is approved to support the construction phase.  After the construction phase is complete, the selected 
design (version) is modified to represent the as-built environment.  Once the development is completed, the 
final design version will be reconciled with the geodatabase and posted to the default version to reflect the new 
subdivision changes. 
 

Figure 6-7 
Long Transaction Workflow Life Cycle 

 

  
 
The simplest way to introduce the versioning concept in the geodatabase is by using some logical flow 
diagrams.  Figure 6-8 demonstrates the explicit state model represented in the geodatabase.  The default version 
lineage is represented in the center of the diagram, and a new default version state is added each time edits are 
posted to the default view.  Each edit post represents a state change in the default view (accepted changes to the 
real-world view).  There can be thousands of database changes (versions) at any one time.  As changes are 
completed, these versions are posted to the default lineage.   
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The "new version" on the top of the diagram shows the life cycle of a long transaction.  The transaction begins 
as changes from "state 1" of the default lineage.  Maintenance updates reflected in that version are represented 
by new states in the edit session (1a, 1b, and 1c).  During the edit session, the default version accepts new 
changes from other completed versions.  The new version active edit session is not aware of the posted changes 
to the default lineage (2, 3, 4, and 5) since it is referenced from default state 1.  Once the new version is 
complete, it must be reconciled with the default lineage.  The reconcile process compares the changes in the 
new version (1a, 1b, and 1c) with changes in the default lineage (2, 3, 4, and 5) to make sure there are no edit 
conflicts.  If the reconcile process identifies conflicts, these conflicts must be resolved before the new version 
can be posted to the default lineage.  Once all conflicts are resolved, the new version is posted to the default 
lineage forming state 6. 
 

Figure 6-8 
Explicit State Model 
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Figure 6-9 shows a typical workflow history of the default lineage.  Named versions  
(t1, t4, and t7) represent edit transactions in work that have not been posted back to the default lineage.  The 
parent states of these versions (1, 4, and 7) are locked in the default lineage to support the long edit sessions that 
have not been posted.  The default lineage includes several states (2, 3, 5, and 6) that were created by posting 
completed changes. 
 

Figure 6-9 
Default History 
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Figure 6-10 demonstrates a geodatabase compress.  Very long default lineages (thousands of states) can impact 
database performance.  The geodatabase compress function consolidates all default changes into the named 
version parent states, thus decreasing the length of the default lineage and improving database performance. 

 
Figure 6-10 

Geodatabase Compress 
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Now that the geodatabase versioning concept is understood, it is helpful to recognize how this is physically 
implemented within the database table structure.  When a feature table within the geodatabase is versioned, two 
new tables are created to track changes to the base feature table.  An Adds Table is created to track additional 
rows added to the base feature table, and a Deletes Table is created to record deleted rows from the Base Table.  
Each row in the Adds and Deletes tables represents change states within the geodatabase.  As changes are 
posted to the default version, these changes are represented by pointers in the Adds and Deletes tables.  Once 
there is a versioned geodatabase, the real-world view (default version) is represented by the Base tables plus the 
Adds and Deletes tables included in the default lineage (the Base Table does not represent default).  All 
outstanding versions must be reconciled and posted to compress all default changes back to the Base Table 
(zero state).  This is not likely to occur for a working maintenance database in a real-world environment.   
 
Figure 6-11 provides a representation of the Base Table, Adds Table, and Deletes Table in a versioned 
geodatabase. 

 
Figure 6-11 

Geodatabase Tables 
 

 

1234
1234
1234

sdfs
sdfs
sdfs

qwefe
qwefe
qwefe

1234 sdfs qwefe

1234
1234
1234

sdfs
sdfs
sdfs

qwefe
qwefe
qwefe

1234 sdfs qwefe

Base TableBase Table

9294
6535

sdfs
sdfs

qwefe
qwefe

Adds TableAdds Table

9294
6535

sdfs
sdfs

qwefe
qwefe

9294
6535

sdfs
sdfs

qwefe
qwefe

Adds TableAdds Table

9294
6535

sdfs
sdfs

qwefe
qwefe

Deletes TableDeletes Table

9294
6535

sdfs
sdfs

qwefe
qwefe

9294
6535

sdfs
sdfs

qwefe
qwefe

Deletes TableDeletes Table

DBMS Query combines all 
Adds and Deletes Table 
values with the Base Table 
values to present requested 
state of the database.

DBMS Query combines all DBMS Query combines all 
Adds and Deletes Table Adds and Deletes Table 
values with the Base Table values with the Base Table 
values to present requested values to present requested 
state of the database.state of the database.

Version 
Database 
Only

Version Version 
Database Database 
OnlyOnly

Version 
Database 
Only

Version Version 
Database Database 
OnlyOnly

 
 
 
ArcSDE manages the versioning schema of the geodatabase and supports client application access to the 
appropriate views of the geodatabase.  ArcSDE also supports export and import of data from and to the 
appropriate database tables and maintains the geodatabase scheme defining relationships and dependencies 
between the various tables.   
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Geodatabase Single-Generation Replication 
 
The ArcGIS 8.3 release supports a disconnected editing solution.  This solution provides a registered 
geodatabase version extract to a personal geodatabase or separate database instance for disconnected editing 
purposes.  The version adds/deletes will be collected by the disconnected editor and, on reconnecting to the 
parent server, can be uploaded to the central ArcSDE database as a version update. 
 
Figure 6-12 presents an overview of the ArcGIS 8.3 disconnected editing with checkout to a personal 
geodatabase.  The ArcGIS 8.3 release is restricted to a single checkout/check-in transaction for each client edit 
session. 
 

Figure 6-12 
ArcGIS 8.3 Disconnected Editing—Personal Geodatabase 
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Figure 6-13 presents an overview of the ArcGIS 8.3 disconnected editing with checkout to a separate ArcSDE 
geodatabase.  The ArcGIS 8.3 release is restricted to a single checkout/ check-in transaction for each child 
ArcSDE database.  The child ArcSDE database can support multiple disconnected or local version edit sessions 
during the checkout period.  All child versions must be reconciled before check-in with the parent ArcSDE 
database (any outstanding child versions will be lost during the child ArcSDE database check-in process). 
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Figure 6-13 

ArcGIS 8.3 Disconnected Editing—Database Checkout 
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The ArcGIS 8.3 database checkout functions provided with disconnected editing can be used to support peer-to-
peer database refresh.  Figure 6-14 shows a peer-to-peer database checkout, where ArcSDE disconnected 
editing functionality can be used to periodically refresh specific feature tables of the geodatabase to support a 
separate instance of the geodatabase environment.  This functionality can be used to support a separate 
distribution view-only geodatabase that can be configured to support a nonversioned copy of the default 
version. 
 

Figure 6-14 
ArcGIS 8.3 Peer to Peer—Database Checkout 
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The ArcGIS 9.2 software will incorporate support for incremental updates between ArcSDE geodatabase 
environments. 
Geodatabase Multi-generation Replication 
 
The ArcGIS disconnected editing functionality will be expanded in future ArcGIS 9 releases to support loosely 
coupled ArcSDE distributed database environments.  Figure 6-15 presents an overview of the future loosely 
coupled ArcSDE distributed database concept.   
 

Figure 6-15 
ArcSDE Distributed Database Architecture 
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Multigeneration replication will support a single ArcSDE geodatabase distributed over multiple platform 
environments.  The child checkout versions of the parent database will be able to support an unlimited number 
of update transactions without losing local version edits or requiring a new checkout.  Updates will be passed 
between parent and child database environments through simple datagrams that can be transmitted over 
standard WAN communications.  This new geodatabase architecture will support distributed database 
environments over multiple sites connected by limited bandwidth communications (only the reconciled changes 
will be transmitted between sites to support database synchronization).  
 
 
6.5 Data Management Overview 
 
Support for distributed database solutions has traditionally introduced high-risk operations, with potential for 
data corruption and use of stale data sources in supporting GIS operations.  There are organizations that support 
successful distributed solutions.  Their success is based on careful planning and detailed attention to their 
administrative processes that support the distributed data sites.  More successful GIS implementations support 
central consolidated database environments with effective remote user performance and support.  Future 
distributed database management solutions may significantly reduce the risk of supporting distributed 
environments.  Whether centralized or distributed, the success of enterprise GIS solutions will depend heavily 
on the administrative team that keeps the system operational and provides an architecture solution that supports 
user access needs. 
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7 Sizing Fundamentals 
 
Computer platforms must be configured properly to support system performance requirements.  There are many 
factors that contribute to user performance and productivity.  Enterprise GIS solutions include distributed 
processing environments where user performance can be the product of contributions from several hardware 
platform environments.  Many of these platform resources are shared with other users.  Understanding 
distributed processing technology provides a fundamental framework for deploying a successful enterprise GIS 
environment as illustrated in figure 7-1. 
 

Figure 7-1 
Understanding the Technology 

 

 
 
 
 

Six Blind Men and the Elephant
It was six men of Indostan

To learning much inclined,
Who went to see the Elephant

(Though all of them were blind),
That each by observation
Might satisfy his mind.

The First approached the Elephant,
And happening to fall

Against his broad and sturdy side,
At once began to bawl:

"God bless me! but the Elephant
Is very like a wall!"

The Second, feeling of the tusk
Cried, "Ho! what have we here,

So very round and smooth and sharp?
To me `tis mighty clear

This wonder of an Elephant
Is very like a spear!"

The Sixth no sooner had begun
About the beast to grope,

Than, seizing on the swinging tail
That fell within his scope.

"I see," quoth he, "the Elephant
Is very like a rope!"

And so these men of Indostan
Disputed loud and long,
Each in his own opinion

Exceeding stiff and strong,
Though each was partly in the right,

And all were in the wrong!

Moral: 
So oft in technologic wars, 

The disputants, I ween, 
Rail on in utter ignorance 
Of what each other mean, 

And prate about an Elephant 
Not one of them has seen!

The Third approached the animal,
And happening to take

The squirming trunk within his hands,
Thus boldly up he spake:

"I see," quote he, "the Elephant
Is very like a snake!"

The Fourth reached out an eager hand,
And felt about the knee:

"What most this wondrous beast is like
Is mighty plain," quote he;

"'Tis clear enough the Elephant 
Is very like a tree!"

The Fifth, who chanced to touch the ear,
Said: "E'en the blindest man

Can tell what this resembles most;
Deny the fact who can,

This marvel of an Elephant
Is very like a fan!"
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7.1 Understanding the Technology. 
 
ESRI has implemented distributed GIS solutions since the late 1980s.  For many years distributed processing 
environments were not well understood, and customers relied on the experience of a variety of technical experts 
to identify hardware requirements to support their implementation needs.  Each technical expert had a different 
perspective on what hardware infrastructure might be required to support a successful implementation, and 
recommendations were not consistent.  Many hardware decisions were made based on the size of the project 
budget rather than a clear understanding of user requirements and the associated hardware technology. 
 
System performance models were developed in the early 1990s to document what was understood about 
distributed processing systems.  These system performance models have been used by ESRI consultants to 
support distributed computing hardware solutions since 1992.  These same performance models have been used 
to identify potential performance problems with existing computing environments.   
 
The initial performance models were developed to support desktop GIS applications with file and GIS database 
data sources.  Unix and Windows application computer servers were used to provide remote terminal access to 
the GIS applications supported in centralized data centers.  A simple concurrent user model was used to support 
capacity planning. 
 
Web mapping services were introduced in the late 1990s, and transaction based sizing models were developed 
to support capacity planning and proper hardware selection.  Transaction rates were identified in terms of map 
displays per hour.  The transaction based capacity planning models proved to be much more accurate and 
flexible than the previous concurrent user models, although customers were more comfortable identified sizing 
requirements in terms of peak concurrent user load than using peak map requests per hour. 
 
Release of ArcGIS Server 9.2 in 2006 introduced some new challenges for the traditional sizing models, and an 
effort to review lessons learned and take a close look at the road ahead was in order.  The result is a new 
approach to capacity planning that incorporates the best of the traditional client/server and Web Services sizing 
models and provides an adaptive sizing methodology to support future enterprise GIS operations.  The new 
capacity planning methodology will also be much easier to use and would provide metrics to support 
performance validation early during system implementation and delivery. 
 
This new capacity planning model was developed and shared with the objective to help software developers, 
business partners, technical marketing and ESRI distributors better understand performance and scalability of 
ESRI technology with the intent of providing customers with the best possible GIS solutions to support their 
enterprise GIS operations. 
 
This section will present a basic overview of the sizing models and the capacity planning framework.  The 
models in this section will be presented using a common platform performance baseline.  The following 
Platform Sizing section will identify how these models can be applied to support real world operations where 
platform performance is not the same and is rapidly changing. 
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What Is Capacity Planning? 
 
Figure 7-2 identifies some key factors that contribute to overall system performance.  Proper hardware and 
architecture selection is one primary component of the overall system performance equation.  There are many 
other performance factors that contribute to overall user productivity. 

 
Figure 7-2 
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Improvements in any of the system performance factors can improve user productivity and impact total system 
performance capacity.  Performance cannot be guaranteed by proper hardware selection alone.  The sizing 
models described in this section were developed to support appropriate hardware selection based on customer 
business requirements.  The performance allocation applied to the hardware components is based on over 
15 years of experience supporting deployment of ESRI GIS technology.  A balanced hardware investment, 
based on projected peak user workflow loads, supports system performance requirements and saves money and 
time through properly targeted hardware purchases. 
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What is System Performance? 
 
Computer platforms are supported by several component technologies.  Each component technology contributes 
to the overall computer performance.  Hardware vendors build computers with the appropriate component 
resources to optimize performance for a broad range of customers. 
 
In much the same way, distributed computing solutions (enterprise computing environments) are supported by 
several hardware platforms that contribute to overall system performance.  Each hardware component 
contributes to the overall system performance.  Hardware platforms supporting a computing environment must 
be carefully selected to provide optimum overall system performance. 
 
The primary objective of the system architecture design process is to provide the highest level of user 
performance for the available system hardware investment.  Each hardware component must be selected with 
sufficient performance to support processing needs.  Current technology can limit system design alternatives.  
Understanding the distributed processing loads at each hardware component level provides a foundation for 
establishing an optimum system solution. 
 
Figure 7-3 provides a simplified overview of the components in a stand-alone workstation and in a distributed 
processing configuration.  Each component participates sequentially in the overall program execution.  
Processing is supported in platform memory – sufficient memory must be available to support the software 
execution. 
 

Figure 7-3 
Platform Performance Components 
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The total response time of a particular application query will be a collection of the responses from each of these 
components.  A computer vendor optimizes the component configuration within the hardware to support the 
fastest computer response to an application query.  The customer IT/systems department has the responsibility 
for optimizing the organization's hardware and network component investments to provide the highest system-
level response at the user desktop.  System performance can directly contribute to user productivity. 
 
Figure 7-4 identifies performance gains as a result of a series of hardware investments.  All of these investments 
contribute to productivity at the user desktop.   
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Figure 7-4 
System Performance Profile 
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The first column represents the performance of a stand-alone workstation performing a typical GIS operation 
(i.e. requesting display of a new map extent on the user screen).  Experience shows that GIS applications tend to 
be both compute intensive and input/output (I/O) intensive.  A stand-alone workstation typically spends about 
the same amount of processing time on data access (query) and compute processing (rendering the display).   
 
The second column shows the system performance profile when accessing the data from a network file server in 
place of local disk.  This distributed solution includes additional server core processing and time for the network 
data transfer.  These additional system components extend the overall user display response time due to 
additional system component service times.  Accessing data from a file server over a 10 Mbps network could 
reduce display performance by as much as 30 percent. 
 
The third column shows the result of upgrading the JBOD (just a bunch of disks) configuration on the file 
server to a high-performance RAID (redundant array of inexpensive disks) storage solution.  High-performance 
RAID storage solutions can improve disk access performance by as much as 50 percent. 
 
The fourth column shows the effect of increasing network bandwidth from 10 Mbps to 100 Mbps, a 10 percent 
reduction in data transfer time.  Users can now improve productivity by supporting data on remote file servers 
(high performance disk access over high bandwidth networks). 
 
The fifth column shows the result of moving the spatial data to a database Server.  The database server solution 
can improve performance in several areas.  DBMS (database management system) Server technology relocates 
query processing traditionally supported by the client application to the server platform.  This reduces client 
core processing requirements by approximately 50 percent.  Spatial data is compressed by 30 to 70 percent 
when supported in an ArcSDE geodatabase, reducing network traffic by an additional 50 percent.  The DBMS 
also filters the requested data layer so only the requested map layer extent is sent over the network to the client, 
further reducing network traffic.  The query processing performed by the ArcSDE Server, using DBMS query 
indexing, data cache, and optimized search functions will also reduce the processing load on the server to less 
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than half of that used to support traditional client query requests.  Moving spatial data to ArcSDE can 
significantly improve overall system performance in a distributed computing solution. 
 
The final column shows the effect of upgrading the platform environment to more current models with twice the 
processing performance, reducing core processing time by 50 percent. 
 
Hardware component investments contribute directly to user productivity and the overall productivity of the 
organization.  Computer technology is changing very rapidly, and the product of this change is higher 
performance and improved productivity at the user desktop.  Organizations need to budget for this change and 
make wise investments in their infrastructure portfolio to maintain high productivity in the workplace.  A smart 
investment strategy pays very large dividends in supporting successful GIS operations.   
 

7.2 System Performance Testing 
 
ARC/INFO performance benchmark testing with the Microsoft Windows Terminal Server 4.0 Edition was 
conducted at the Data General development labs in Westborough, Massachusetts, in July 1998.  This was an 
update of ARC/INFO performance testing completed by ESRI in 1993.  This performance testing provides a 
foundation for the system architecture design sizing models.  These models support a system architecture design 
methodology for establishing hardware performance specifications that will support defined GIS workflow 
requirements. 
 
The ESRI system performance models are based on an understanding of how computer platforms respond to an 
increasing number of concurrent ARC/INFO batch process loads.  An ARC/INFO performance benchmark was 
used to evaluate platform response to increasing user loads.  Excessive memory was configured on each server 
platform (2–4 GB per core) to avoid paging and swapping of executables during the testing (recommended 
physical memory requirements are established by separate tests that measure memory allocated to support each 
application process). 
 
Figure 7-5 provides a summary of the ARC/INFO benchmark results from testing a dual-processor Pentium 
Pro 200 Windows Terminal Server. 
 

Figure 7-5 
Dual-Processor Symmetrical Multiple Processor Performance 
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An individual test was completed for each concurrent process configuration (1 through 8).  The third-row 
graphic plots the average response time measured for each of the concurrent process test runs.  The first-row 
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graphic shows the rate at which the server platform was processing ARC/INFO instructions.  The center row 
shows a plot of the sizing model for concurrent ARC/INFO batch processing.  The results of this test validate 
the ARC/INFO design model and demonstrate good Windows Terminal Server scaling performance with this 
platform configuration. 
 
Figure 7-6 provides a summary of the ARC/INFO benchmark results from testing a quad-processor Pentium 
Pro 200 Windows Terminal Server.  An individual test was completed for each concurrent process 
configuration (1 through 16).  The results of this test validate the ARC/INFO design model and demonstrate 
good Windows Terminal Server scaling performance with this platform configuration. 
 

Figure 7-6 
Quad-Processor SMP Performance 
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Figure 7-7 provides a summary of the ARC/INFO benchmark results from an eight-processor Pentium 
Pro 200 Windows Terminal Server.  An individual test was completed for each concurrent process 
configuration (1 through 32).  The results of this test validate the ARC/INFO design model and demonstrate 
good Windows Terminal Server scaling performance with this platform configuration. 
 

Figure 7-7 
Eight-Way SMP Performance 
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Each benchmark test series was extended to evaluate platform support for four batch 
processes per core.  The ARC/INFO sizing model is seldom used to identify performance 
expectations beyond two concurrent batch processes per core.  The sizing models perform 
very well at the lower range of these test series. 
 
Figure 7-8 provides an overview of the Windows Terminal Server batch process testing.  
This same test series was conducted on a dual-processor UNIX platform (Sun Ultra 60).  The 
performance scaling results (shape of the performance curve) for the UNIX application 
server testing was very similar to what was measured in the Windows server tests, suggesting 
performance scaling for Windows platforms through eight processors is similar to what was 
seen with UNIX platforms. 
 

Figure 7-8 
Batch Processing Test Summary 
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ESRI continues to perform software performance validation benchmark testing with each software release to 
refine and improve understanding of the ESRI technology.  Performance models have been developed to 
support over the years to support successful deployment of ESRI technology.  This chapter takes some time to 
explain these performance sizing models and to expand the system architecture design methodology to support 
deployment of a new generation of GIS software technology. 

7.3 System Performance Baseline 
 
The real world we live in today is experiencing the benefits of rapid changing technology.  Technology 
advancements are directly impacting our individual productivity – the way we all deal with information and 
contribute to our environment.  Our ability to manage this change and take advantage of its benefits can 
contribute to our success in business and in our personal life. 
 
To develop a system design, it is necessary to identify user performance needs.  User productivity requirements 
are represented by the workstation platforms selected by users to support computing needs.  GIS users have 
never been satisfied with platform performance, and each year power users are looking for the best computer 
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technology available to support their processing needs.  Application and data servers must be upgraded to 
continue support for increasing user desktop processing requirements. 
 
GIS user performance expectations have changed dramatically over the past 10 years.  This change in user 
productivity is enabled primarily by faster platform performance and lower hardware costs.   
 
Figure 7-9 identifies the hardware desktop platforms selected by GIS users as their performance baseline since 
the ARC/INFO 7.1.1 release in February 1997. 
 

Figure 7-9 
User Performance Expectations 
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In February 1997, ESRI released ARC/INFO 7.1.1.  The first Windows ARC/INFO software was supported on 
the Intel Pentium Pro 200 MHz platform.  The new Windows workstation environment supported GIS users 
with performance almost twice what was available the previous year on UNIX platforms and at a fraction of the 
cost. 
 
In April 1998, ESRI released ARC/INFO 7.2.1.  Intel was selling the Pentium II 300 MHz platform, which was 
50% faster than the Pentium Pro 200.  GIS users quickly moved to the new platform environment to improve 
productivity. 
 
ARC/INFO application performance improved throughout this same period as the code was optimized with new 
ARC/INFO 7 incremental releases.  A script developed with ARC/INFO 7.1.1 would run faster using the 
ARC/INFO 7.2.1 release, both running on the same platform.  The change in the ARC/INFO performance 
baseline was not a software-driven requirement but a change in user performance expectations brought on by 
the faster and less expensive workstation and server technology. 
 
In July 1999, ESRI provided the first release of ArcInfo 8 (ArcGIS Desktop software).  The Intel Pentium III 
500 MHz platform was the popular ArcInfo Workstation candidate.  The Pentium III 500 MHz platform was 
more than 2.5 times faster than the Pentium Pro 200. 
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In May 2000, ESRI released ArcInfo 8.0.2.  The Pentium III 733 MHz platform was selected as the 
performance baseline supporting the summer 2000 deployments.  The Pentium III 733 MHz platform is more 
than 4.7 times faster than the Pentium Pro 200.   
 
Modest performance improvements continued into 2001.  Rapid performance enhancements were delayed 
because of vendor development of the next-generation processor technology.  The Pentium III 900 MHz 
platform was selected as the performance baseline supporting the ArcInfo 8.1 release.   
 
In June 2002, the Intel Xeon MP 1500 MHz server provided a significant performance gain.  Intel had some 
performance problems with the 1500 MHz chips, and deployment was delayed until the fall.  The Intel Xeon 
MP 1500 MHz platform was selected as the performance baseline for the ArcInfo 8.2 release.   
 
In June 2003, the Intel Xeon MP 2000 MHz platform was the current technology Windows server.  
Performance issues for the Intel Xeon MP were resolved, and the 2000 MHz processors supported the current 
server platforms.  This server provided an impressive gain over the previous year, matching performance of the 
Intel Xeon 2400 MHz workstation (almost 11 times faster than the Pentium Pro 200).  Intel was releasing the 
Intel Xeon 3060 MHz workstation platforms before mid-year, and was planning to release a 2800 MHz server 
version in the fall.  The Intel Xeon 2400 MHz platform was selected as the 2003 performance baseline. 
 
In June 2004, the Intel Xeon MP 3000 MHz platform was the current technology Windows server.  This server 
provided an impressive gain over the previous year, matching performance of the Intel Xeon 3200 MHz 
workstation.  Intel was releasing the Intel Xeon 3600 MHz workstation platforms before mid-year.  The Intel 
Xeon 3200 MHz platform was selected as the 2004 performance baseline (over 19 times the performance of the 
Pentium Pro 200).   
 
In 2005, hardware performance improved very slightly because of core technology thermal limits.  The Intel 
Xeon 3000 MHz platform continued to be the MP server of choice through summer 2005.  This was the first 
time in over 10 years we did not see a change in the GIS user platform performance baseline. 
 
Hardware vendors made good performance enhancements in 2006.  Dual core processor technology was 
introduced doubling the capacity of commodity server platforms and reducing hardware cost.  The Intel Xeon 4 
core (2 socket) 3773 MHz servers matched the performance of earlier Intel Xeon 2 core (2 socket)  3800 MHz 
servers, and supported twice the compute capacity.   The 3800 MHz servers (dual core 3773 MHz servers) were 
selected as the 2006 GIS user performance baseline. 
 
AMD platforms grew in popularity as customers experienced growing concerns about the high power 
consumption and heat generated by the high MHz Intel servers.  AMD was able to provide a lower MHz 
platform solution that matched the performance of the higher MHz Intel processor platforms.  HP favored the 
cooler temperature and lower power consumption of the new AMD platform and promoted the AMD as their 
choice server technology when they introduced the new HP Blade Servers.  Dell decided to start selling AMD 
server technology as an alternative to Intel.  By mid year, Intel released a new Intel Xeon 3000 MHz 
commodity server with dual core sockets that matched the L2 cache on the AMD platforms and performed 40 
percent faster than the Intel Xeon 3800s.  This sets the stage for more hardware performance and capacity 
increases over the next year. 
 
Figure 7-10 provides a graphic overview of Intel workstation performance over the past nine years.  The chart 
shows the radical change in relative platform performance since 1997.  Technology change introduced by the 
hardware platform manufacturers represented the primary contribution to performance and capacity 
enhancements over the past 10 years. 
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Figure 7-10 
PC Intel Platform Performance 
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The boxes at the bottom of the chart represent the performance baselines selected to support the ESRI sizing 
models.  These performance baselines were reviewed and updated each year to keep pace with the rapidly 
changing hardware technology.   
 

 Arc00 (year 2000) performance baseline = Pentium III 700 MHz 
 Arc01 (year 2001) performance baseline = Pentium III 900 MHz 
 Arc02 (year 2002) performance baseline = Intel Xeon 1500 MHz 
 Arc03 (year 2003) performance baseline = Intel Xeon 2400 MHz 
 Arc04—Arc05 performance baseline = Intel Xeon 3200 MHz (2 MB L2 Cache) 
 Arc06 (2006) performance baseline = Intel Xeon 3800 MHz (1 MB L2 Cache) 

 
Dual core socket technology (two computer processing units on each processor chip) was introduced in 2006 
and will be replacing the single core technology.  The dual core technology provides twice the platform capacity 
per socket at the same or better performance levels. Most software vendors have changed their CPU based 
software licensing to a dual core socket based licensing strategy, which makes the dual core technology a 
compelling advantage over the traditional single core sockets.  By summer 2006 the dual core Intel Xeon 3000 
MHz (4 MB L2 cache) platforms were released by the major hardware vendors demonstrating a remarkable 
performance improvement over the single core technology and providing twice the capacity with improved 
performance. 
 
The change in hardware performance over the years has introduced unique challenges for customer capacity 
planning and for software vendors trying to support customer performance and scalability expectations.  
Understanding how to handle hardware performance differences is critical when addressing capacity planning, 
performance, and scalability issues. 
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Figure 7-11 identifies a simple relationship which can be used to couple platform performance with system 
capacity. 

 
Figure 7-11 
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The relationship simply states that if one can determine the amount of work that can be supported by Server A 
(clients supported by Server A) and can identify the relative performance between Server A and Server B, then 
one can identify the work that can be supported by server B.  This relationship is true for single core servers 
(servers with a single computer processing unit) and for multi-core servers with the same number of core.  This 
relationship is also true when comparing the relative capacity of Server A and Server B. 
 
Identifying a fair measure of relative platform performance and capacity is a sensitive and difficult challenge.  
Selection of an appropriate performance benchmark and agreement on how the testing will be accomplished and 
published are all very sensitive hardware marketing issues. 

Figure 7-12 provides the mission statement published by the Standard Performance Evaluation Corporate, a 
consortium of hardware vendors established in the late 1980s for the purpose of establishing guidelines for 
conducting and sharing relative platform performance measures. 

 
Figure 7-12 

How do we measure performance? 
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• New Release, SPEC2006 benchmark results  

 

The SPEC compute intensive benchmarks have been used by ESRI as a reference for relative platform capacity 
metrics since 1992.  The system architecture design platform sizing models used in conjunction with these 
relative performance metrics have supported ESRI customer capacity planning since that time.  The SPEC 
benchmarks were updated in 1996 and 2000 to accommodate technology changes and improve metrics.  A new 
SPEC2006 release was published this year and will provide the platform baseline metrics for future ESRI 
system architecture design sizing models starting next year (there is normally a 6-12 month overlap in testing 
and published results once SPEC introduces the new benchmarks). 

SPEC provides a set of separate Integer and Floating point benchmarks.  Computer processing units (CPUs) are 
optimized to support integer or floating point calculations, and performance can be very different between these 
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environments.  Testing with the ESRI software since the ArcGIS technology release has followed the Integer 
benchmark results, suggesting the ESRI ArcObjects software is predominantly Integer calculations.  The Integer 
benchmarks should be used for relative platform performance calculations when using ESRI software 
technology. 

SPEC also provides two methods for conducting and publishing benchmark results.  The SPECint2000 
benchmarks measure execution time for a single benchmark instance and use this measure for calculating 
relative platform performance.  The SPECint_rate2000 benchmarks are supported by several concurrent 
benchmark instances (maximum platform capacity) and measures executable instance cycles over a 24 hour 
period. The SPECint_rate2000 benchmark results are used for relative platform capacity planning metrics in the 
ESRI system architecture design sizing models. 

There are two results published on the SPEC site for each benchmark.  The conservative (baseline) metrics and 
the aggressive (result) metrics.  The aggressive (result) values are used in the ESRI sizing charts. 

Figure 7-13 provides an overview of the published SPEC2000 benchmark suites.  The aggressive 
SPECint_rate2000 benchmark results are used in the ESRI system architecture design documentation as a 
vendor published reference for platform performance and capacity planning. 
 

Figure 7-13 
Platform Relative Performance   

SPEC2000 Benchmarks 
 

• SPEC2000 Comprises Two Suites of Benchmarks
– CINT2000:  Compute-Intensive Integer

• Twelve CPU-intensive integer benchmarks (C and C++ Languages)
• Conservative (SPECint_base2000, SPECint_rate_base2000)
• Aggressive (SPECint2000, SPECint_rate2000)

– CFP2000: Compute-Intensive Floating-Point
• Fourteen CPU-intensive Floating-Point Benchmarks

(FORTRAN 77 & 90 and C Languages)
• Conservative (SPECfp_base2000, SPECfp_rate_base2000)
• Aggressive (SPECfp2000, SPECfp_rate2000)

• Sun Ultra 10 300 MHz Reference Platform

 

7.4 System Performance Profiles 
 
ESRI system architecture design sizing models were initially developed based on customer experience with 
ESRI software technology and feedback from ESRI system architecture design consulting.  Electric utility and 
local government implementations provided most of the customer feedback to support model validation during 
the 1990s. 
 
The ESRI Enterprise Test Team was established in the last 1990’s to enhance development and validation of the 
ESRI capacity planning models.  A performance validation test program was established in 2000 to provide a 
stable test environment for measuring relative performance changes with each ESRI software release.  ESRI 
Development provided the benchmark test scripts used to support internal performance validation testing of 
ESRI software, and the test results were adjusted to match results predicted by the baseline system architecture 
design consulting models.  Relative performance measures conducted with each future software release were 
used to update the system architecture design sizing models and provide early feedback to development on 
performance and scalability of the new software.  The success of this test program provides a solid foundation 
for improving and expanding the capacity planning models published in the System Design Strategies 
documentation. 
 
Figure 7-14 provides an overview of ArcGIS Desktop client/server performance changes since 2001.  The 
performance changes reflected on these charts represent hardware platform performance improvements and do 
not reflect changes in ESRI software over this same period.  
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Figure 7-14 
ArcGIS Desktop 
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Customer performance metrics establish foundation for capacity planning models  
 
 
The ArcGIS Desktop performance baseline history displays a stack of software component service times 
supporting a typical map display.  The component service times represented on the chart show the computer 
processing time for the ArcGIS Desktop, ArcSDE, and DBMS software components.  The user response time is 
the sum of the component service times.  For example, a typical ArcGIS Desktop application accessing a 
standard ArcSDE DBMS geodatabase executed in an Intel Xeon 0.9 GHz platform environment would generate 
a standard map display in about 3.6 seconds.   This same map display transaction would execute in an Intel 
Xeon 3.8 GHz platform environment in about 0.8 seconds.  Hardware selection can make a considerable 
difference in system performance and capacity.  Understanding the importance of proper hardware selection has 
contributed to the success of hundreds of customer GIS implementations over the past 15 years demonstrating 
the value of understanding hardware performance and scalability. 

Figure 7-15 provides the ArcIMS web mapping service performance baseline history since 1991.  The ArcIMS 
component software includes the Web Server applications, the ArcIMS Spatial Server executables, and the 
geodatabase software components (ArcSDE and DBMS).  An ArcIMS map service response time of 0.4 
seconds with Intel Xeon 3.8 GHz platform technology would take almost 1.9 seconds with 2001 vintage Intel 
Xeon 0.9 GHz technology. 
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Figure 7-15 

ArcIMS Web Mapping Services 
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Customer performance metrics establish foundation for capacity planning models  
 

Figure 7-16 provides the ArcGIS Server map server performance baseline history.  ArcGIS Server technology 
was released in 2004, and the first maps were rendered in about 1.1 seconds on the Intel Xeon 3.2 GHz platform 
technology.  The ArcGIS Server component software includes the Web Application Server application 
development framework runtime and the Server Object Containers supported by the database software (ArcSDE 
and DBMS). 
 

Figure 7-16 
ArcGIS Server Web Mapping Services 
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Customer performance metrics establish foundation for capacity planning models  
 
The component software service times demonstrated in the performance baseline charts above provide a 
common set of metrics that can be used to represent software performance and scalability.  The next section will 
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introduce an adaptive capacity planning framework that can be used as a tool to identify peak GIS workflow 
requirements and generate supporting hardware platform specifications. 
 

7.5 Capacity Planning  
The GIS desktop and database (client/server) sizing models initially established in the early 1990s were based 
on peak concurrent user workflows.  With these models, the user requirements analysis identifies the number of 
concurrent users that support a peak workload, and these metrics are used with the platform sizing models to 
support hardware capacity planning.  The sizing models would be updated each year based on customer 
feedback and new platform technology, and capacity values would be adjusted based on relative. 

• Size of computer was based on peak number of current users. 
• Baseline capacity platform can handle specific number of users (technology dependent) 
• Number and/or size of platform required can be calculated from published vendor benchmarks. 

Web services technology was introduced in the mid 1990s, and the initial ArcIMS sizing models were able to 
estimate peak map displays per hour based on the selected hardware platform.  Peak map transaction rates 
technology baselines were established from customer feedback and could be translated to the selected platform 
technology.  Platform performance gains would translate directly to increased map transaction rates.   The 
platform relative performance relationship identified earlier (Figure 7-11) could be directly applied to translate 
capacity requirements to new hardware platform technology.  The sizing model based on map display 
transaction rates proved to be much more useful and a better approach than the initial peak concurrent user 
methodology. 

• Size of computer was based on peak number of map displays per hour. 
• Baseline capacity platform can handle specific number of displays per hour (technology dependent) 
• Number and/or size of platform required can be calculated from published vendor benchmarks. 

Network bandwidth capacity was a key consideration when establishing a design for distributed computing 
environments.  GIS operations generated higher than normal network traffic, and user performance would 
deteriorate rapidly if bandwidth capacity was not adequate to support peak traffic loads. 

• Bandwidth specifications are based on peak concurrent users or map displays transaction rates. 
• Network traffic metrics were identified based on peak workflows (technology dependent) 
• Network traffic required can be calculated. 

The system architecture design methodology was updated in 2006 to accommodate changes in technology and 
capitalize on lessons learned using the client/server and Web services sizing models over the past 10 years.  The 
new methodology supports all users workflows based on a user productivity variable (map displays per minute), 
and metrics are provided to support capacity planning based on both peak concurrent users and  map display 
transaction rates, providing a much more consistent and complete capacity planning methodology. 
The new 2006 models are based on the following user assumptions: 

• All users are not the same. 
• User types can be differentiated by suite of software and hardware configuration used for each job 

(different user workflows). 
• Productivity (user displays per minute) can be defined for each workflow. 
• Level of work to be done by the platform can be calculated for each workflow (platform service times) 
• Platform service times for a variety of workflows can be accumulated to calculate peak platform loads, 

hence platform specification requirements. 

New 2006 platform technology introduces changes that impact capacity planning. 
• Significant hardware capacity increases. 

o CPUs replaced by cores. 
o Cores available in multi-core sockets. 
o Multi-core sockets available at old CPU price levels. 

• Hardware processing performance increases. 
o New core 40% faster than old CPUs. 

• Server software pricing reduction 
o Price based on server sockets rather than CPUs. 
o Socket pricing provides twice the capacity at the same price (dual core sockets). 
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Capacity Planning Analysis 

Capacity planning guidelines are established based on user experience with previous software deployments.  
Several factors are considered when establishing new software performance metrics including maturity of the 
new software release, general experience and feedback from similar technology implementations, and feedback 
from early project deployment efforts.  Internal software performance validation testing provides valuable 
insight on relative performance changes with each new software release and can be used to establish 
expectations for new software performance and scalability.  Final validation of the capacity planning guidelines 
is an on-going process, and is ultimately based on customer experience.   

The capacity of a computer system is determined by its weakest component and can be measured by using a 
common average unit of work.  For GIS operations, this unit of work is typically represented by a map display 
or map service transaction.  An average map display transaction can be defined to represent a specific user 
workflow or category of map services based on average system load profiles.   

GIS mapping and analysis functions are compute intensive, and platform capacity is normally limited by 
compute performance.  A typical method for developing a capacity model for a common user workflow or 
category of Web services is demonstrated in the following performance validation test illustration. 

Performance Validation Test.  A test platform can be used to establish initial capacity metrics.  Platform 
specifications and SPEC performance benchmarks are identified to support the analysis.  The result of the test 
provides a measure of the peak capacity of the test platform.  Figure 7-17 provides results of a typical 
performance validation analysis. 

Figure 7-17 
Performance Validation Test 

Performance Validation Testing
• Test Platform: Intel Xeon 2 CPU 3.2 GHz  (SPECrate_int2000 = 31.4)
• Measured peak average map transaction rate of 217 map displays per minute.
• Estimated peak map transaction rate of 13,020 (217x60) map displays per hour.
• Calculated average map service time of 0.55 (2x60/217) seconds.

 

 
An average work unit (map display) service time can be calculated for the specific test platform.  Multiple core 
processing units can execute separate workflows in parallel, so capacity of a multiple core server must consider 
each core in calculating full system capacity (this assumes an optimum population of concurrent instances is 
being executed on the server). 

Performance Baseline Metrics.  The test platform metrics can be translated to identify equivalent Arc06 
(2006) performance baseline metrics for the test workflow (performance baselines are updated each year based 
on current vendor hardware platform technology).  Figure 7-18 identifies the method used to translate measured 
test results to equivalent baseline platform metrics. 
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Figure 7-18 
Performance Baseline Metrics 

• Arc06 2 CPU Baseline service time is 0.39 seconds (0.55x15.70/22)
• Calculated Arc06 2 CPU baseline capacity is 304 (2x60/0.39) map displays per minute.
• Estimated peak baseline capacity of 18,245 (304x60) map displays per hour.

Arc06 Platform Baseline Estimates
• Arc06 Platform Baseline: Intel Xeon 2 CPU 3800 MHz Server (SPECrate_int2000 = 44)
• Translate test platform service time to Arc06 baseline.

 
 

Vendor published relative throughput benchmark results (SPECrate_int2000) can be used to identify 
performance of the test platform relative to the Arc06 performance baseline.  The measured service time can 
then be translated to equivalent Arc06 service times and used as a capacity planning reference.  Capacity 
planning metrics have been established for a variety of common ArcGIS Desktop, ArcIMS, and ArcGIS Server 
workflows to support ESRI customer capacity planning needs. 

Old Platform Sizing Estimates.  Established common baseline performance metrics can be used to evaluate 
available hardware configuration alternatives and establish proper platform specifications based on identified 
user workflow requirements.  The following example will compare performance and capacity of an existing 
three year old platform with the ESRI recommended current technology for ArcGIS Server. 

The older platform is an Intel Xeon 2 core (2 socket) 2400 MHz server which could be purchased in 2003.  The 
Arc06 baseline service times established from the test metrics can be translated to equivalent service times on 
the older platform.  The capacity of the old platform can then be calculated for sizing purposes.  Figure 7-19 
provides an overview of the sizing analysis. 

Figure 7-19 
Old Platform Sizing Estimates 

Old Platform Sizing Estimates
• Old Platform: Intel Xeon 2 CPU 2400 MHz Server (SPECrate_int2000 = 18)
• Translate Arc06 2 CPU Baseline service time to Old Platform.

• Old Platform service time is 0.96 seconds (0.39x22/9)
• Calculated Old Platform capacity is 124 (2x60/0.96) map displays per minute.
• Estimated Old Platform peak map transaction rate of 7,464 (60x124) map displays per hour. 

Performance 
Translation

SRint2000 
Results

Total Core 
Processors

SRint2000 
Results     
per Core

Map 
Service 

Time (sec)

Peak 
Transaction 
Rate (min)

Peak 
Transaction 

Rate (hr)
Test Platform 31.4 2 15.7 0.55 217 13,020

Arc06 Baseline 44 2 22 0.39 304 18,245
Old Platform 18 2 9 0.96 124 7,464

 
New Recommended Platform Estimates.  The current recommended application platform server environment 
is the Intel Xeon 4 core (2 socket) 3000 MHz server.  The ESRI ArcGIS Server 9.2 socket based licensing 
supports this new server at the same price as equivalent single core platform technology, but at twice the 
capacity.  Figure 7-20 shows the sizing analysis for the new Intel Xeon 4 core (2 sockets) 3000 MHz platform. 
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Figure 7-20 
Performance Validation Test 

• New Platform service time is 0.29 seconds (0.39x22/30)
• Calculated New Platform capacity is 829 (4x60/0.29) map displays per minute.
• Estimated New Platform peak map transaction rate of 49,758 (60x829) map displays per hour. 

New Recommended Platform Sizing Estimates
•New Platform: Intel Xeon 4 CPU (2 dual core) 3000 MHz (4 MB L2 Cache) server.
•Translate Arc06 2 CPU Baseline service time to New Platform.

 
Platform selection makes a big difference on performance and cost of ArcGIS Server technology.  The old Intel 
Xeon 2400 MHz platform supports less than 7,500 map displays per hour, while the same cost platform today 
has a capacity of over 49,750 map displays per hour for the same service.  It is very important to make a proper 
platform selection when supporting ArcGIS Server deployment. 
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Capacity Planning Framework 

The ArcGIS 9.2 release provides a broad variety of new ESRI technology, and planning for this release 
included a review of our platform sizing methodology discussed earlier and release of a new capacity planning 
framework.  The new capacity planning tools provide a more adaptable and easier to use methodology to 
support future ESRI customer deployments.  The new tools support user requirements defined in terms of peak 
concurrent users and/or peak map display transaction rates, and can be adjusted to represent custom workflow 
loads and update baseline models based on initial performance validation testing and performance metrics 
collected during system deployment.  The new capacity planning tools are supported in an Excel workbook 
providing an open framework that can be shared and expanded to meet specific customer needs. 
 
Use of the new capacity planning tools requires an understanding of the technology and the various 
configuration alternatives.  The new capacity planning tools are provided to students for use during the ESRI 
System Architecture Design Strategies training class, and provided to customers in conjunction with ESRI 
consulting services.  Regional and International staff are being trained in use of the new capacity planning tools, 
and are using these same tools to provide enhanced customer support. 
 
Figure 7-21 provides a high level overview of the Excel capacity planning framework.  The framework can be 
viewed as four separate modules, all supported in a single Excel worksheet.   
 

 Capacity Planning Workflow Analysis Module 
 Platform Server Time Module (simple service times used to support capacity planning models) 
 Workflow Loads Analysis Module 
 Platform Configuration Tools Module 

 
Figure 7-21 

Capacity Planning Framework 

Capacity Planning Workflow Analysis

Identify peak workflow requirements
Peak Users x Productivity (DPM) = Required Capacity (DPM)

Compute peak network traffic requirements
Workflow Traffic (Mbps) = Required Capacity (DPM) x Mbpd / 60 

Platform Service Time
Arc06 Platform Baseline SPECrate_int2000 = 22
Define Component Service Times (CST)
• Client traffic per display (Mbpd)
• Client software service time (Client)
• Web software service time (WA)
• Desktop Terminal Server service time (WTS)
• Web Spatial Services service time (SS)
• ArcSDE service time (SDE)
• DBMS service time (DBMS)
-------------------------------------------------------------
Wt Ave CST = CST Loads / Required Capacity (DPM)

Workflow Loads Analysis

Capacity x CST = CST Load

…………………………
Sum (CST Loads)

Platform Configuration Tools
Select supported Platform from lookup table.
Translate Platform Service Time
Platform Selection SPECrate_int2000 from lookup table.
Base SPEC / Platform SPEC = Base ST/Selected ST
Compute Selected Platform Metrics
Peak Capacity (DPM) = 60 x #Core / Platform Service Time
Peak Capacity (Users) = Peak Capacity DPM / DPM per User
core Utilization (%) = Required Capacity / Peak Capacity
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The Capacity Planning Workflow Analysis and the Platform Configuration tools would be used during planning 
to collect user requirements and generate appropriate hardware platform recommendations.  The platform 
service time module is supported by a separate workflow templates lookup tab that contains the ESRI core 
software sizing simple service time metrics.  Additional workflows can be added following platform validation 
testing and system tuning to represent measured component service times.  The workflow loads analysis is a 
compute engine that collects the total system workload and computes peak system level metrics used by the 
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configuration tool to establish weighted average platform loads.  A supported platform lookup list is provided 
on a separate tab to identify available platform specifications and published benchmark results used by the 
platform configuration module.  The platform configuration module allows users to modify hardware platform 
configurations and generates hardware platform selections based on identified user workflows.  The hardware 
configuration module translates the average baseline service time metrics to the selected platform service time 
and computes the final platform solution.  This is a very high level overview of the capacity planning 
framework structure—each module will be reviewed in more detail in the following text. 

 
Capacity Planning Workflow Analysis Module 
 
Figure 7-22 provides an overview of the workflow requirements analysis module.  The workflow requirements 
analysis can be expanded to support user workflow requirements.   
 

Figure 7-22 
Workflow Requirements Analysis 
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The example includes eight standard application workflows.  There are two entry columns for each user 
workflow (users, DPM/client).  Peak concurrent users for each workflow would be entered in the user column, 
and the productivity of each user would be entered in the displays per minute/client (DPM/client) column.  10 
DPM/client would represent productivity of a standard GIS power user.  6 DPM/client would represent typical 
productivity for a standard Web client.  The recommended default DPM are based on experience with previous 
sizing models and should be used for planning purposes when other metrics have not been qualified.  This 
completes the user requirements input. 
 
The total DPM for each workflow is computed in the following column.  The final column (Network Mbps) is 
computed from the total DPM and the workflow Megabits per display (Mbpd) identified for the selected 
workflow (identified in the Component Service Times module).  Network traffic is computed by multiplying the 
displays per minute by the Megabits traffic per display and dividing by 60 seconds (Mbps = DPM * Mbpd/60).  
The Platform Service Time module is located to the right of the Capacity Planning Workflow Requirements 
Module on the Excel worksheet. 
 
Platform Service Time  
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Figure 7-23 provides an overview of the Platform Service Time module.  This module contains platform service 
time metrics for each workflow.  These service time metrics includes the traffic per display (Mbpd), Desktop 
client processing load, Windows Terminal Server (WTS) processing load, Web Application (WA) processing 
load, Spatial Server (SS) processing load, and DBMS server processing load.  These service times represent the 
compute loads per capacity unit for each specific workflow.  Service times are performance metrics based on 
the Arc06 performance baseline platform (SPECint_rate2000 Benchmark per core of 22).  Standard 
performance metrics will be provided for COTS workflows for use during initial planning exercises.  Workflow 
performance metrics can be modified during initial application deployment based on validated test 
measurements. 
 

Figure 7-23 
Platform Simple Service Times 
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Component Service times are identified 
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Workflow Loads Analysis   
 
Figure 7-24 provides an overview of the Workflow Loads Analysis module.  This module is used by the 
capacity planning framework to collect total service time metrics for each user workflow and compute the total 
system component service time workloads for the identified peak user workflow environment.  Total peak users 
and DPM are collected for each component platform for use later by the configuration module to compute 
platform utilization and peak capacity metrics.  The network traffic is collected to support traffic latency 
calculations for display in the performance graphic. 
 



- 
System Design Strategies 7.0  Sizing Fundamentals   

 C11144-11 

 

 
 

ESRI Technical Reference Document  7-23

Figure 7-24 
Workflow Loads Analysis 
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and calculates the total component 
service times.  User, DPM, and traffic 
(NW)  metrics are sorted by software 
component for use in capacity 
calculations.

 
 
The workflow loads analysis is transparent to the capacity planning tool users, and is the core engine that makes 
the tool work.  There are no user inputs or changes that should be made to this part of the framework, and this 
section is not visible when using the capacity planning tool. 
 
Figure 7-25 provides a performance graphic located to the right of the Workflow Loads Analysis module 
representing simple performance metrics.  The performance metrics are generated based on platform selection 
and the adjusted platform service times.  Network traffic latency is computed using the Mbpd and the Actual 
Network Traffic Bandwidth identified in cell I7.  The performance graphic is normally used for demonstration 
purposes and provides composite performance metrics based on the assigned workflows.  It is best to select one 
workflow at a time to demonstrate specific workflow response times. 
 

Figure 7-25 
Performance Graphic 
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The response time calculations are based on simple platform service time metrics, and do not account for 
random core contention experienced during real world peak processing loads.  The simple capacity planning 
model assumes a batch process consumes a core, and process queuing occurs only when core resources are 
exhausted.  Real world response times experienced during peak capacity loads can be two or more times what is 
experienced during light system use and actual performance degradation will depend on the specific user 
workflow.  The simple capacity model is optimized to address capacity planning needs, and does not currently 
reflect the reduced user response times experienced during peak capacity loads. 
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The peak traffic latency calculations are optimistic, and represent better performance than expected in a real 
world situation.  For light traffic loads (peak traffic less than available bandwidth), network latency is simply 
the time required to transport the display traffic over the available bandwidth (Mbpd/Available Bandwidth).  
For heavy traffic loads (peak traffic greater than available bandwidth), the display transport time is multiplied 
by the peak traffic overhead (Mbpd/Available Bandwidth)*(Peak Mbps/Available Bandwidth).  This calculation 
assumes the network bandwidth is 100% utilized before any additional contention delay is experienced (real 
environments will start experiencing “rush hour” delays much earlier – typically at 40% to 60% utilization).  
Network suitability calculations are very useful and important for identifying network infrastructure limitations.  
Network traffic contention is a common cause for many customer performance problems and is often 
overlooked with new data rich technology deployments (document management, email, video conference, Web 
services, and expanding GIS operations).  Many system  performance problems are the consequence of 
neglected network traffic forecasting and poor capacity planning.  Peak traffic projections should be passed on 
to the network administrator to support network capacity planning needs. 

 
7.5.3 Platform Configuration 
 
The lower part of the Excel worksheet supports the Platform Configuration Module as shown in Figure 7-26.  
The platform configuration module is represented as hardware configuration tiers as shown in the diagram to 
the left of the worksheet below.  Standard platform configuration tiers include the Windows Terminal Server 
Farm, Web Application Servers, Container Machines (ArcGIS Server SOC platforms), and the Database Server.  
There is an additional platform tier included in the worksheet for sizing a single ArcGIS Server Workgroup 
platform.   

 
Figure 7-26 

Platform Configuration Options 
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The calculated baseline service time metrics are copied to the appropriate platform tiers for further analysis. A 
platform utilization profile graphic is included under the component service time module to show core 
utilization rates for each server platform tier during peak loads.  This represents the core utilization target 
profile expected during peak system loads based on the selected platform configuration. 
 
The complete platform configuration module shown in Figure 7-27 is used as a configuration planning tool once 
the user Workflow Requirements Analysis is complete.  Specific hardware platforms are selected from 
dropdown lists provided for each platform tier (latest technology platforms would be preferred for performance 
and scalability reasons – this can be demonstrated by using these tools to select and compare different server 
configurations).   The selected platform performance metrics are collected from the hardware tab lookup and 
included on the display.  These metrics are used to translate the baseline configuration service time to the 
adjusted service time for the selected platform.  
 

Figure 7-27 
Platform Configuration Module 
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Model also computes platform performance and scalability metrics

Model Computes selected platform service time (PST).
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The platform configuration module uses a lookup table provided on a separate hardware tab to collect the 
selected platform benchmark results.  A sample platform lookup table is provided in Figure 7-28.  The platform 
lookup table can be extended by copying and inserting a row in the table and inserting the appropriate platform 
benchmark information.  Platform performance benchmarks are published on www.specbench.org web site or 
from the hardware vendor.  The SPECint_rate2000 benchmark results must be used with this current model to 
represent relative performance of the selected platform (update to the new SPECint_rate2006 benchmark results 
is planned for summer 2007).   First order estimates of equivalent SPECint_rate2000 benchmarks can be 
estimated from the published SPECint_rate2007 results by multiplying by a factor of 2.7. 
 

Figure 7-28 
Platform Relative performance Lookup Table 

 

Hardware Lookup tables are located on the hardware tabHardware Lookup tables are located on the hardware tab
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Figure 7-29 provides an overview of the complete list of platform configuration tiers and shows a sample 
platform configuration diagram with the appropriate installed software stack left of the Excel platform tier 
display.  This layout shows the additional Workgroup Server tier. 

 
Figure 7-29 
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The workgroup server represents an ArcGIS Server workgroup license that supports a free SQL Express 
database.  ArcGIS Desktop access must be through an ArcSDE SQL Server Direct Connect architecture and is 
limited to 10 concurrent connections.  The SQL Express database is supported by a single instance, which will 
limit database capacity (testing with this configuration suggests performance is equivalent to the enterprise SQL 
Server database for all supported platform capacity, so this does not effectively limit server capacity). 
Workgroup server is limited to a single socket configuration (single or dual core sockets are supported) and a 
maximum total of 4 GB of data supported by the SQL Express database (additional file data formats are 
acceptable).  Once server capacity is exceeded customers must purchase an ArcGIS Server Enterprise license; 
these are scalable data center configurations supported in the remaining platform tiers above. 
 
A typical Configuration planning Tool user interface is provided in Figure 7-30.  This display shows the user 
workflows and the platform tier configurations.  This display also shows the workflow performance (ArcGIS 
Server is shown as server and ArcGIS Desktop Windows Terminal Server performance is shown as WTS.  A 
baseline performance bar is provided for reference (based on baseline platform desktop client/server 
performance profile). 
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The platform configuration is displayed to the right of the platform tiers—this is a simple display that shows the 
number of platform nodes supporting each tier.  The required platform nodes are automatically generated based 
on capacity requirements.  Platform nodes can be fixed (Web Servers are fixed at 2 for high availability below).  
Platform utilization is identified on the dynamic node displays. 
 

Figure 7-30 
Platform Configuration Tool 
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Each platform configuration tier also displays the average user DPM and required DPM collected by the 
workflow analysis module (for reference purposes).  The core utilization (Required DPM/Multiple Platform 
Capacity) and peak users (Multiple Platform Capacity/Average User DPM) are computed from these metrics.  
Capacity per node in displays/minute is calculated from the adjusted service time (60/service time).  Total 
required platform nodes are computed from the required and computed platform capacity (integer value of 
required DPM/Platform Capacity DPM). Multiple platform capacity is single platform capacity multiplied by 
the total platform nodes.  Total platform tier sockets are collected from the hardware lookup matrix (double 
value is displayed for quad core socket platforms to support pricing calculations).  Memory is computed based 
on 4 GB per core (WTS and Database tiers) and 2 GB per core for Web and Container Machine tiers.  SPEC 
benchmark results are provided from the hardware lookup tab.  All of the metrics needed to recreate the 
proposed configuration are provided in this display (represents a complete capacity planning assessment). 
 
The capacity planning specifications provided above have been implemented in an Excel Spreadsheet that is 
shared with students in the System Architecture Design Strategies training class and with ESRI System 
Architecture Design Consulting Services.   
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7.6 ArcGIS Desktop Models 
 
Understanding GIS desktop application performance was one of the first fundamental system architecture 
design challenges.  Understanding performance and scalability of ARC/INFO technology on UNIX application 
servers supported ESRI customer migration from 1990 vintage multi-user platform licensing to the FlexLM 
ArcGIS Desktop concurrent user License Manager used by ESRI customers over the past 15 years. 
 
The initial GIS desktop sizing models were based on peak concurrent user workflows.   The primary sizing 
question was to identify the number of concurrent GIS user workflows could be supported for a specific server 
configuration.  Larger more powerful servers would support a larger number of concurrent users. 
 
Capacity planning models based on peak concurrent user workflows were used to support successful system 
architecture design for hundreds of ESRI customers over the past 15 years.  These models helped customers 
translate GIS operational requirements to the specific hardware platform specifications necessary to support the 
projected peak user workload.  Capacity was reported in terms of peak concurrent clients supported by the 
specific platform configuration.  Platform sizing charts were provided to identify the specific capacity of 
available vendor platform configurations.  Vendor published performance benchmarks were used to identify 
relative capacity of different platform configurations.  These charts were updated annually to stay current with 
changes in platform technology. 
 
A transaction based model was introduced to support Web Services platform sizing in the mid 1990s.  The Web 
sizing model would identify the peak map transaction rate supported by a specific platform configuration.  
Capacity was reported in terms of peak map displays per hour.  Platform sizing charts were provided to identify 
the specific capacity of available platform configurations. 
 
The traditional GIS desktop sizing model was very limited, and it was difficult to represent the wide variety of 
workflows that are common in a typical operational environment.  It was difficult to quantify what represented a 
typical GIS user workflow, and there was no easy way to accommodate different types of workflows in the 
design. 
 
A new common ArcGIS Desktop and Web Services transaction based sizing model was introduced at the 2006 
ESRI User Conference.  The new sizing model provides flexibility to identify a wide range of user desktop 
workflows and Web services in a single system architecture design analysis.  The new model will identify peak 
concurrent users and peak display transaction rates for the peak operations workflow.  Capacity will be reported 
in terms of peak displays per minute, which can easily be translated to peak displays per hour.  A concurrent 
user will be defined in terms of average displays per minute for each workflow (peak concurrent users 
multiplied by average user displays per minute provides workflow capacity requirements in terms of peak 
displays per minute).   
 
A user display service time is the basic unit of work for the new platform sizing models.  A “map display 
service time” would be a very common unit of work for GIS users and published Web services.  A user map 
display service time is the platform processing time required to complete a defined map display task.  A map 
display task would include all computer processing from initial map request to final map display.   Different 
types of map displays can be defined to represent different user workflows.  In fact, work units would be 
defined in terms other than a map display and still be included in the workflow. 
 
Figure 7-31 identifies the relationship between platform capacity and user display service times.  Application 
workflows are either compute intensive or traffic (I/O) intensive.  Traditional GIS workflows have been 
compute intensive, while some of the new GIS environments (Globe Server with ArcGIS Explorer clients) 
require a very small amount of server processing and system capacity is limited by available network bandwidth 
(traffic intensive services). 
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Figure 7-31 
What is Platform Capacity? 
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Compute Intensive Applications.  Platform capacity is defined as the maximum rate of doing work.  A 
standard work unit is a user display.  Peak capacity is expressed in terms of user displays per minute, or map 
displays per minute for typical GIS users.  The display service time is the average time to complete a work unit.  
User workflows are defined in terms of component display service times. 
 
Software code instructions are executed by the computer processing units (core).   Most software code 
instructions are executed sequentially, and a single software instance is executed by one core at a time.  A 
multiple core platform can execute multiple software instances in parallel, one on each available core.  The peak 
platform capacity can be computed by the following relationship (#core*60/average display service time). 
 
Traffic Intensive Applications.  A similar relationship can be defined for I/O intensive application workflows.  
Network bandwidth restricts platform capacity, and the peak traffic is normally limited by the configured 
network interface card (NIC).  The peak platform capacity can be computed by the following relationship 
(#NIC*bandwidth per NIC/average display traffic). 
 
 
7.6.1 Batch Processing Performance 
 
ArcGIS Desktop sizing models were established to identify peak concurrent batch processes that could be 
supported on shared Windows Terminal Server platforms and to identify workloads generated on the supported 
database servers.  Standard batch processing workflows used in laboratory testing would generate a series of 
random map displays.  A series of tests would be conducted to identify peak capacity loads supported by the test 
platform.  Metrics collected from the tests would be used to identify average map service times and peak 
capacity transaction rates. 
 
Figure 7-32 identifies four ways a system can be configured to support ArcGIS Desktop operations.  The file 
data source architecture can be used to represent stand alone desktops or access to network file data sources.  
The ArcSDE Connect architecture supports the ArcSDE executables on the database server.  The Direct 
Connect architecture supports ArcSDE as part of the ArcGIS Desktop executables.  The ArcSDE Remote 
Server Connect architecture supports ArcSDE on a separate application server platform.  Map display service 
times representing the ArcGIS Desktop workflow sizing models have been identified for each of the primary 
software components supporting these configurations.  Each of these configurations will be discussed to 
identify current client/server sizing models. 
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Figure 7-32 
ArcGIS Desktop Configurations 
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 Windows Terminal Server Platform Sizing.  Windows Terminal Server technology provides a 
centralized server deployment platform environment for the ArcGIS Desktop software.  Figure 7-33 
identifies the Windows Terminal Server platform configurations and shows where the software components 
are executed. 

 
Figure 7-33 

ArcGIS Desktop Configurations 
Windows Terminal Server Architecture 
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The platform service times for each configuration will vary depending on what software functions are 
supported in the selected configuration.  The ArcGIS Desktop 9.2 software performs very well with each 
configuration identified above, and there is very little different in overall user productivity between the 
ArcSDE Connect and Direct Connect configurations.  The File Data Source user performance will vary 
with the size of the shape file or image data source.  The file data source service times shown above 
represent a small neighborhood database environment where user productivity would be roughly the same 
as operations with the larger database environments. 
 
The File Data Source configuration supports both data query and display rendering from the ArcGIS 
Desktop executables located on the Window Terminal Server platform.  Windows Terminal Server display 
service times are roughly the same with local shape files or when accessing shape files located on a 
network file server.  Map service time will vary depending on the size of the shape files (larger shape files 
will take much longer to display than smaller shape files).   
 
Figure 7-34 provides a platform capacity chart that represents ArcGIS Desktop performance and scalability 
on a two core Windows Terminal Server platform accessing a file data source.  This is a common chart 
format that will be used to represent performance and capacity of each platform sizing model.  Peak 
platform capacity metrics are displayed on the left vertical axis, and service time metrics are displayed on 
the right vertical axis.  Peak capacity and service time are plotted for a variable number of concurrent batch 
process environments as represented on the bottom axis.  Arc06 platform map display service time is 0.82 
seconds. 
 

Figure 7-34 
Batch Processing Capacity 
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Only 50 percent of the capacity can be achieved with a single batch process, since a single software instance can 
take advantage of only one processor core.  The user response time and platform service time are roughly the 
same when operating below the peak platform capacity.  Full platform capacity is achieved when supporting 
two concurrent batch processes.  Output capacity remains constant when more than two concurrent batch 
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processes are supported on this platform configuration, and map display response time increases as more 
concurrent batch processes are included in the configuration.  The platform capacity can be computed using the 
platform map service time (0.819) and the number of processor core.  The platform metrics from the 
Configuration Planning Tool is included to demonstrate these models are properly represented by in the Excel 
framework. 
 
Figure 7-35 provides a platform capacity chart that represents ArcGIS Desktop performance and scalability on a 
two core Windows Terminal Server platform accessing a separate ArcSDE data source (ArcSDE Server 
Connect architecture).  This chart would also apply to the ArcSDE Remote Server Connect architecture.  Arc06 
platform map display service time is 0.655 seconds. 

  
Figure 7-35 

Batch Processing Capacity 
Dual Core Terminal Server with separate ArcSDE Server Connect 
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With this configuration, 20 percent of the processing is supported on a separate database server.   The single 
instance can take advantage of only one processor core (50% of the compute resources).  Therefore, only about 
40 percent of the capacity (80% of 50%) can be achieved with a single batch process.  The second batch process 
can increase utilization to a maximum of 80 percent.  Three batch processes are needed to reach full platform 
capacity.   Output capacity remains constant when more than three concurrent batch processes are supported on 
this platform configuration, and map display response time increases as additional concurrent batch processes 
are included in the configuration.  The platform capacity can be computed using the platform map service time 
(0.655) and the number of processor core.  The platform metrics from the Configuration Planning Tool is 
included to demonstrate these models are properly represented by in the Excel framework. 
 
Figure 7-36 provides a platform capacity chart that represents ArcGIS Desktop performance and scalability on a 
two core Windows Terminal Server platform accessing a separate ArcSDE data source (ArcSDE Direct 
Connect architecture).  Arc06 platform map display service time is 0.737 seconds. 
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Figure 7-36 
Batch Processing Capacity 

Dual Core Terminal Server with separate ArcSDE Direct Connect database 
(Arc06 Map Service Time = 0.737 sec) 
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With this configuration, 10 percent of the processing is supported on a separate database server.   The single 
instance can take advantage of only one processor core (50% of the compute resources).  Therefore, only about 
45 percent of the capacity (90% of 50%) can be achieved with a single batch process.  The second batch process 
can increase utilization to a maximum of 90 percent.   Three batch processes are needed to reach full platform 
capacity.   Output capacity remains constant when more than three concurrent batch processes are supported on 
this platform configuration, and map display response time increases as additional concurrent batch processes 
are included in the configuration.  The platform capacity can be computed using the platform map service time 
(0.727) and the number of processor core.  The platform metrics from the Configuration Planning Tool is 
included to demonstrate these models are properly represented by in the Excel framework. 
 

7.7 GIS Data Server Models 
 
GIS workflows are tightly coupled to GIS data.  The GIS data server provides an integrated reference that bring 
users together as an integrated system.  Performance and capacity of the data server is critical when supporting 
enterprise GIS operations.  Primary shared data sources are provided as files or images, or maintained and 
managed as a geodatabase in a supported database management system (DBMS). 

 
 File server Platform Sizing Model.  The ArcGIS software will access a broad range of file data types, 

including shape files, coverages, access database, and a broad range standard image file types.  An 
additional file based geodatabase format will be added with the ArcGIS 9.2 release.   The file based 
data source platform is identified in Figure 7-37. 
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Figure 7-37 
ArcGIS Desktop Configurations 
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The ArcGIS Desktop software will execute the data query when connecting to a file data source.  The 
compute processing load on the file server is negligible, and all file server processing is supported by the 
CIFS or NFS network connection protocols. 
 
Figure 7-38 shows test results when comparing ArcSDE Database query performance with the same map 
displays supported by a file data source.  These particular tests were conducted with the ArcGIS 8.2 
software.  Average response time is roughly the same for both data sources (ArcSDE Direct Connect was 
slightly slower than ArcSDE Server Connect with this earlier release).  Network traffic was much higher 
when accessing the file data source.  
 

Figure 7-38 
Data Server Test Results 
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ArcGIS Desktop software executes the query from the file data source, and traffic is roughly 4 times that 
required to support the display environment.  When accessing an ArcSDE data source, ArcGIS Desktop 
sends a message to the server requesting the query and the database executes the query request and returns 
the requested data.  Database query performance depends primarily on the complexity of the display 
environment and the data model, and performance is only slightly sensitive to the size of the database. 
 
Figure 7-39 shows the small area in San Diego that was included in the file data source.  The same data was 
included in the display environment for the ArcSDE and shape file data sets.  The shape file  were reduced 
to the neighborhood extent shown in the display. 
 

Figure 7-39 
San Diego Data Set 

Full Extent – Red Squares Represent 100 Map Extents 
 

Area used 
for query
Area used 
for query

 
 

The ArcSDE database performance was roughly the same when accessing a the neighborhood data source or 
accessing the same displays from a data base the included the full San Diego extent. 
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Figure 7-40 shows the network traffic impact when accessing a shape file version of the complete San Diego 
database.  Traffic more than doubled when accessing the larger shape file environment. 
 

Figure 7-40 
File Server Testing 
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Figure 7-41 shows the corresponding increase in query response time.  The overall map service time increased 
by a factor of 3 to support the larger shape file queries. 
 

Figure 7-41 
File Server Testing 

File Server Query Performance 
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Query performance decreases with larger database.  
The File Server platform sizing model is traffic intensive, and is based on network traffic capacity 
limitations discussed in more detail in Chapter 3.0 Network Communications.  In general, a file server can 
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support up to 20 clients over a 100 Mbps NIC interface.  Platform capacity will depend on the average 
network traffic per display, and a capacity planning matrix is included in Figure 7-42 identifying the 
supported peak concurrent clients based on a light 6 display per minute workflow (display every 10 
seconds). 

 
Figure 7-42 
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 ArcSDE Database Servers.  Figure 7-43 provides a summary of ArcSDE client/server processing loads.  
The test results show approximately 20 percent of the distributed processing load (query processing) is 
supported by the geodatabase Server and approximately 80 percent of the processing load (map rendering) 
is supported by the ArcGIS Desktop client when ArcSDE is installed on the database.  This load 
distribution is evaluated during performance validation testing with each ArcGIS software release to help 
understand performance scalability risks. 

 
Figure 7-43 

ArcSDE Data Server Loads 
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Query loads to an unversioned database perform better than queries to a versioned database.  Application 
server connections represent configurations supported with ArcSDE installed on the database server 
environment, while ArcSDE direct connect represents connections using the ArcSDE Direct Connect API.  
The direct connect (DC) configuration supports ArcSDE GSRVR processing on the client platform, which 
significantly reduces the database server load.  The test results above were accessing an ArcSDE 
geodatabase with nine vector layers and one image layer.  Results show that approximately 50 percent of 
the total query load was supporting the image layer query. 

 
Figure 7-44 provides an overview of relative client/server performance based on geodatabase configuration.  
Performance results are provided relative to the performance sizing baseline model.  Although overall user 
performance is similar with each configuration, server performance capacity will scale based on relative 
server loads supporting each geodatabase configuration. 

 
Figure 7-44 
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The ArcGIS 9.2 software release supports a total of seven different geodatabase data types.  These data 
types include SQL Server, Oracle long raw, Oracle large object binary, Oracle spatial (SDO), and new 
Oracle SQL data type, Informix datablade, and the IBM DB2 spatial extender.  Oracle SQL is expected to 
replace the Oracle long raw data type with the new release. 
 
Performance validation benchmark testing is completed for each ESRI core software release, and 
performance is compared for each supported data type.  Relative performance metrics are not published for 
the different data types, although every effort is made to keep all supported data types as competitive as 
possible. 
 
Performance validation testing also compares the different database configuration alternatives (ArcSDE 
Connect and Direct Connect for both versioned and unversioned database configurations).  Figure 7-45 
provide a generic overview of performance between the different configuration options. 
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Figure 7-45 

ArcSDE 9 Database Client/Server processing Loads 
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Comparison between the ArcGIS Server Connect and Direct Connect configurations show very little 
performance difference (very slight improvement with ArcSDE installed on the database server).  
Versioned database performance is slightly less than unversioned performance.  User productivity with 
any of these configurations would be about the same (complex versioned database environments could 
be much slower than unversioned database environments, depending on the data model).  Simple 
unversioned database sources provide the best performance and scalability. 

 
Figure 7-46 provides the same results focusing on the data server loads, showing the database platform 
performance capacity dependency for each geodatabase configuration. 

 
Figure 7-46 

ArcSDE 9 Data Server Loads 
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Data server load is quite different between the ASC and DC configurations.  Lighter data server loads 
translate directly to higher platform performance capacity (smaller platform service time and higher 
number of peak concurrent clients). 

 
Figure 7-47 shows measured database platform capacity for each geodatabase configuration, relative to 
a platform selection supporting a model baseline of 100 concurrent users.  A significant capacity gain 
can be realized by using the ArcSDE direct connect architecture options. 
 
 

Figure 7-47 
ArcSDE 9 Database Relative Performance Capacity 
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Results shown on the chart are based on data collected during ArcGIS 9 performance validation testing and 
apply only to the specific software release.  Relative performance capacity will normally improve with each 
new software release.  Customer platform performance capacity will also vary based on application 
workflow, database design, and specific functional workload. 
Figure 7-48 provides a platform capacity chart that represents data server performance and scalability on a 
two core) Geodatabase Sever platform supporting ArcSDE installed on the database server (ArcSDE Server 
Connect).  Arc06 platform map display service time is 0.164 seconds. 
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Figure 7-48 

Batch Processing Capacity 
Dual Core Geodatabase Server with ArcSDE Server Connect 
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With this configuration, 20% of the processing is supported on a database server and 80% on the client 
application.   The single instance can take advantage of only one processor core (20% of the compute 
resources).  Therefore, only about 10% of the capacity (20% of 50%) can be achieved with a single batch 
process.  The second batch process can increase utilization to a maximum of 20%.   A total of 10 batch 
processes are needed to reach full platform capacity.   Output capacity remains constant when more than 10 
concurrent batch processes are supported on this platform configuration, and map display response time 
increases as additional concurrent batch processes are included.  The platform capacity can be computed using 
the platform map service time (0.164) and the number of processor core.  The platform metrics from the 
Configuration Planning Tool is included to demonstrate these models are properly represented by the Excel 
framework. 

 
  



- 
System Design Strategies 7.0  Sizing Fundamentals   

 C11144-11 

 

 
 

ESRI Technical Reference Document  7-43

Figure 7-49 provides a platform capacity chart that represents data server performance and scalability on a 
two core Geodatabase Sever platform supporting only the database executables on the database server 
(ArcSDE Direct Connect).  This platform capacity chart could also be used to support the ArcSDE Remote 
Server sizing.  Arc06 platform map display service time is 0.082 seconds. 

 
Figure 7-49 
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With this configuration, 10% of the processing is supported on a database server and 90% on the client 
application.   The single instance can take advantage of only one processor core (10% of the compute 
resources).  Therefore, only about 5% of the capacity (10% of 50%) can be achieved with a single batch 
process.  The second batch process can increase utilization to a maximum of 10%.   A total of 20 batch 
processes are needed to reach full platform capacity.   Output capacity remains constant when more than 20 
concurrent batch processes are supported on this platform configuration, and map display response time 
increases as additional concurrent batch processes are included.  The platform capacity can be computed using 
the platform map service time (0.082) and the number of processor core.  The platform metrics from the 
Configuration Planning Tool is included to demonstrate these models are properly represented by the Excel 
framework. 
 

There are significant advantages for supporting GIS operations with an ArcSDE direct connect architecture.  
With the ArcGIS 9.2 release, ArcSDE will become part of the ArcGIS Server licensed software (ArcGIS 
Server Basic license).  ArcSDE will include ArcGIS Server with additional data management functionality 
(distributed geodatabase replication and disconnected check in and check out operations).  The capacity 
advantage of the ArcSDE Direct Connect architecture is demonstrated in Figure 7-50.  Roughly twice the 
database capacity is supported with the geodatabase direct connect architecture. This can also extend 
geodatabase support to platform environments not supported with the ArcSDE software. 
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Figure 7-50 

Batch Processing Capacity 

OROR

Batch Process Clients

ArcSDE

DBMS

Batch Process Clients

ArcSDE

DBMS

ArcSDE

DBMS

ArcSDE

DBMS

Batch Process Clients

DBMS

Batch Process Clients

DBMSDBMS

(10 batch clients/server core)

(5 batch clients/server core)

Batch process = 5 batch clientsBatch process = 5 batch clients

Batch process = 5 batch clientsBatch process = 5 batch clients

0.082
+ 0.082
0.164

0.082
+ 0.082
0.164

0.0820.082

 
 

Figure 7-51 provides an overview of the  ArcGIS Desktop performance metrics used to support the models 
represented in the capacity planning framework.  Service times introduced earlier in this section are 
included on this graphic along with computed platform capacity.  A summary matrix is provided at the 
bottom of the chart that will be used in the following section where real user workflow environments will 
be discussed. 
 

Figure 7-51 
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7.8 Real ArcGIS Desktop User Workflows 
 
ArcGIS Desktop users include a variety of professional analysts, data maintenance personnel, and business 
query and analysis specialists who use GIS to manage their data processing requirements.  GIS project efforts 
can take minutes, hours, and sometimes several days to complete including review of very large volumes of 
data resources during the project sessions. 
 
The new capacity planning models provide a flexible and extensible framework for addressing a variety of user 
workflows.  The fundamental performance and capacity calculations are based on the map display service times 
presented in the previous section.  These same models are used to support real user workflow environments. 
 
Figure 7-52 provides an overview of a typical GIS use case, demonstrating how user productivity has changed 
as workstation performance has improved over the past 10 years.  The difference between the batch processing 
workflows and a real user workflow is simply the average user think time (display interaction time) that occurs 
between display requests.  The server platforms continue to support other users on the system during this think 
time.  The number of concurrent users that can be supported during a typical user display cycle time is simply 
the average user display cycle time divided by the average map service time. 
 

Figure 7-52 
What is a Real User? 
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The average map display service time in the early 1990s could be up to a minute, during which time a 
typical user would wait patiently for the new display (and possibly drink a few sips of coffee while he was 
waiting).  Once the map display processing was complete, the user would study the display and give 
considerable thought regarding the next display request.  This might take another minute of think time to 
get it right.  Thus the average map display cycle time was about two minutes, and the system loads 
generated by a single batch process was equivalent to two concurrent ARC/INFO users. 
 
Computer technology improved during the 1990s, and by 1998 hardware vendors were quite proud of the 
peak number of concurrent users their hardware would support.  A live test was conducted by Pennsylvania 
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Power and Light in 1998 to evaluate capacity of a new HP server platform.  Results of the benchmark 
testing showed the new processors could support up to 3.5 concurrent ARC/INFO utility client workflow 
before reaching full capacity.  The performance sizing models were modified that year to reflect 3 
concurrent users per batch process.  The models were modified to 4 users per batch process in 2002 and 6 
users per batch process in 2004.  The core performance sizing models were always evaluated based on 
testing software performance in a batch processing environment, and this was translated to a real user 
environment by adjusting the user think time to match feedback from real customer operational experience. 
 
Figure 7-53 provides shows the older client/server concurrent user and Web Service map request per hour 
models developed over the past 13 years.  The Client/Server models were initially established base on peak 
concurrent users supported per CPU.  Models were adjusted each year to accommodate changes in platform 
technology.  The Web Server models were established in 1998 and were based on peak map publishing 
rates supported per CPU.  Platform sizing tools were provided to adjust baseline capacity to selected 
platform capacity using vendor published SPEC throughput benchmarks. 
 

Figure 7-53 
Platform Sizing Model History 
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Figure 7-54 provides an overview of the new platform sizing models.  The chart shows the old 2005 
capacity planning models compare to the new 2006 sizing models, and how these models are used with the 
new capacity planning tools. The map display service time transaction based models are derived from the 
older client server and Web sizing models, and a traditional concurrent client server power user matches a 
concurrent user with 10 map displays per minute with the new models.  This is important, since our models 
are validated by real user experience.  Our confidence with the new models is based on operational 
experience with customer system architecture design solutions developed with the old models over the last 
several years. 
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Figure 7-54 
ArcGIS Desktop User Productivity 
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Figure 7-55 provides an overview of the ArcGIS Desktop Windows Terminal Server capacity (in terms of 
peak concurrent users) comparing the file data source,  ArcSDE Connect (ArcSDE supported on the 
database server), and the ArcSDE Direct Connect configurations. 
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The chart can be used to translate peak capacity in terms of map displays per minute to equivalent peak 
concurrent users by dropping based on average user map displays per minute.  For instance, the capacity of 
a  two core Arc06 baseline Windows Terminal Server platform is 183 map displays per minute.  This 
platform will support about 18 concurrent ArcGIS Desktop users at an average user productivity of 10 
displays per minute.  This is the same capacity we would expect from the Arc05 concurrent user models for 
an Intel Xeon 2 CPU 3.8 GHz platform – they are equivalent.  This same platform could support up to 30 
concurrent ArcGIS Desktop users at an average user productivity of 6 displays per minute.  This is a 
workflow we could not represent with the Arc05 concurrent user sizing models. 

 

7.9 ArcGIS Client/Server Memory Recommendations 
 
Figure 7-56 provides an overview of the Client/Server Arc06 baseline capacity metrics presented in this section.  
Platform memory requirements are included on this summary graphic.  Microsoft is supporting 64 bit Windows 
operating systems on the Intel and AMD platforms, and has increased the memory capacity supported by the 
Standard Windows Server operating systems.  Internal testing suggests ArcGIS users will benefit from this new 
environment, and there are some performance advantages when configuring systems with more physical 
memory.  The optimum Windows Terminal Server and Data Server price/performance break point is about 4 
GB memory per processor core, which is twice the memory previously recommended for 32 bit Windows 
operating systems.  The extra memory can make a difference. 
 

Figure 7-56 
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ArcGIS Desktop can take advantage of lots of memory when accessing large file based and rich image data 
sources.  Memory requirements can typical double when querying these files.  The ArcGIS Desktop terminal 
server file based memory recommendations are now 4 GB per core, which would be up to 16 GB for one of the 
new Intel Xeon 4 core (2 socket) 3000 MHz servers.  These higher performance servers will also support more 
concurrent users, which will be discussed more in Section 8.0 when addressing real platform environments. 
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7.10 Web Mapping Services Models 
 
Web services provide a transaction-based computing environment.  Service agents  are supported on map server 
platforms to support browser client requests for map services (i.e., create a map products).  These map services 
are published (connected to the Web server) to support browser client Web service requests.  Each map service 
can be considered a published map template that is processed by the map server batch processes to support 
service requests from a browser client.  Each client transaction generates a new map product.   
 
The Web services architecture is a departure from traditional application environments where user sessions are 
supported by dedicated executables (programs) running on workstations or application servers.  Web services 
support random client requests (transactions), supporting a large number of users with a single service engine 
(background process). 
 
Figure 7-57 provides an overview of the typical platform components supporting a Web site.  Clients can be 
simple HTML-based browsers or more sophisticated client applications with access to the Web server.  Free 
viewing clients (ArcGIS Explorer) can support a simple client browser or provide services to support a client 
application environment.  Web servers can also support basic HTML client browsers.  ArcGIS Desktop clients 
(ArcInfo, ArcEditor, and ArcView) can access Web services as an intelligent browser client. 
 

Figure 7-57 
ArcIMS Platform Architecture 
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Several server components work together to support map services.  The primary Web services components 
include the Web server, map server, and data server.   
 
The Web server connects the browser clients to the map services.  The specific Web Application connectors and 
map service processing queues are typically installed on this platform. 
 
The map server supports most of the processing load for the Web site.  The map server includes the executables 
that service the map request (create the map product).  For larger sites, this is typically a dedicated server or 
cluster of servers supporting the spatial server executables.   
 
Data can be installed on the map server or accessed from a separate GIS data server.  A separate server is 
normally used for larger sites with multiple map server platforms. 
 
Figure 7-58 provides a sample performance profile representing the life of a typical map service request.  This 
graphic provides an overview of the platform and network loads associated with processing a Web transaction 
and delivering the HTML page and graphic image to the client browser.   
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Figure 7-58 

Map Services Performance Profile 
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ArcIMS Server Components 
 
The ArcIMS server software components provide a variety of configuration alternatives that support the Web 
services environment.  Figure 7-59 identifies the ArcIMS server software components and where they are 
supported in the system platform architecture. 
 

Figure 7-59 
ArcIMS Server Components 
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The ArcIMS server is supported by the following functional components: 
 

 Web Applications.  The Web server manages the interface and translation between the external 
network client communications and the ArcXML communications supporting the ArcIMS services.  
Web server components include Java connectors that translate HTTP XML traffic to ArcXML service 
requests. 

 
 Service Manager.  The ArcIMS application server component establishes a physical location for the 

virtual servers.  A virtual server is established for each ArcIMS service engine supported by the site 
environment (Image Virtual Service, Feature Virtual Service, etc.).  The virtual server is registered 
with all the ArcIMS service engine threads supporting the designated service and provides a waiting 
queue for inbound service requests.  It assigns these requests to available service threads for 
processing.  Each inbound map service is assigned to the appropriate virtual server for processing and 
waits in the queue until an agent thread is available to service the request. 

 
 Spatial Services.  The ArcIMS spatial server, or map server, provides the "container" for the ArcIMS 

service engines that process the inbound map service requests.   
 

 Data Source.  The ArcIMS service engines can access local shapefile, image, and ArcSDE data 
sources.  The service engines support query processing for local shapefile and image data sources.  The 
ArcSDE DBMS supports query processing for ArcSDE data sources.  An ArcSDE for Coverages 
interface is provided to support access to ArcInfo coverage files. 

 
ArcGIS Server Components 
 
ArcGIS Server components provide a variety of configuration alternatives that support the Web services 
environment.  Figure 7-60 identifies ArcGIS Server components and where they are supported in the system 
platform architecture. 
 

Figure 7-60 
ArcGIS Server Components 
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ArcGIS Server is supported by the following functional components: 
 

 Web Applications.  The Web server manages the interface between external network client 
communications and the Web application server development environment.  ArcGIS Server provides 
an Application Development Framework runtime that is executed within a .NET or J2EE Web 
application server development environment.  Applications can be deployed within the ADF that 
consume ArcGIS Server course and fine-grained ArcObjects components and support browser HTML 
clients.  Web service catalogs can be deployed within the ADF that connect Web client desktop 
applications directly to services provided by ArcGIS Server.  ArcGIS Server provides a rich 
environment for supporting Web client applications and service environments. 

 
 Service Manager.  The ArcGIS Server Object Manager assigns inbound application service requests 

to appropriate ArcGIS Server Object Containers.  A SOC is deployed to support each published service 
configuration.  The SOM performs initial SOC startup deployment, transaction instance SOC 
assignment, and SOC instance load balancing and deployment management based on the published 
service configurations.  Client applications can access ArcGIS Server objects directly through the 
SOM network interface without the Web server interface. 

 
 Spatial Services.  ArcGIS Server architecture includes a Server Object Container that supports course 

and fine-grained ArcObjects technology.  Course grained objects are deployed with each ArcGIS 
Server release.  Additional custom objects can be developed and deployed within the SOC C++ 

development environment. 
 

 Data Source.  The ArcGIS Server objects can access local shapefile, image, and ArcSDE data sources.  
The service objects support query processing for local shapefile and image data sources.  The ArcSDE 
DBMS supports query processing for ArcSDE data sources.  An ArcSDE for Coverages interface is 
provided to support access to ArcInfo coverage files. 

 
Web Services Performance Metrics 
 
Both ArcIMS and ArcGIS Server are transaction-based server environments, configured to support requested 
services as they arrive at the site.  Each request is processed using published service scripts with persistent 
connections to the associated data source.  During the service time, these scripts consume core resources the 
same as any other batch process.  These scripts are idle when not processing requests.  During peak processing 
loads, requests are held in a processing queue and assigned as each script completes delivery of the previous 
request.   
 
Figure 7-61 provides an overview of the ArcIMS and ArcGIS Server component service time metrics for a 
smaller two tier Web implementation.  Each mapping service can be supported by a file data source, ArcSDE 
Direct Connect, or ArcSDE Server Connect data source.  The graphic provides metrics for the ArcIMS Image 
Server, ArcIMS ArcMap Image Service, and the ArcGIS Server Map Server environments based on the Arc06 
baseline platform performance metrics. 
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Figure 7-61 
Server Performance and Scalability 
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Figure 7-62 provides a summary of the Web mapping services two tier capacity planning metrics based on the 
Arc06 baseline two core server platforms.  ArcIMS Image Service provides the highest capacity solutions.  
ArcGIS Server provides the richest programming environment.   
 

Figure 7-62 
Two Tier Server Capacity 
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Figure 7-63 provides an overview of the ArcIMS and ArcGIS Server component service time metrics for a 
larger three tier Web implementation.  
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Figure 7-64 provides a summary of the Web mapping services two tier capacity planning metrics based on the 
Arc06 baseline two core server platforms.  ArcIMS Image Service provides the highest capacity solutions.  
ArcGIS Server provides the richest programming environment.   
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Figure 7-65 provides an overview of the recommended deployment configuration strategies for the ArcIMS 
Image and ArcMap Image mapping services.  This graphic provides the capacity metrics for Small Workgroups 
(ArcGIS Server Workgroup license), Small Enterprise, Small High Available Enterprise (2 ArcIMS Servers), 
and a configuration supporting a large high available enterprise deployment.  These metrics are base on 
deploying with the baseline Intel Xeon single core socket 3800 MHz rack mounted or blade servers.  

 
Figure 7-65 

ArcIMS Image and ArcMap Image Service 
Scalable Architecture (based on Intel Xeon single core socket 3.8 GHz Platform Baseline) 
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The new dual core socket licensing makes the dual core platforms clearly the favorable customer solution.  
Capacity is roughly double what can be achieved with the single core socket technology, and the platform and 
software license costs are about the same.  We expect hardware vendors will start phasing out the single core 
socket platforms in the near future in favor of the new platform technology.  Customers should be encouraged 
to take advantage of this new technology. 
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Figure 7-66 provides an overview of the recommended deployment configuration strategies for the ArcGIS 
Server mapping services.  This graphic provides the capacity metrics for Small Workgroups (ArcGIS Server 
Workgroup license), Small Enterprise, Small High Available Enterprise (2 ArcIMS Servers), and a 
configuration supporting a large high available enterprise deployment.  These metrics are base on deploying 
with the baseline Intel Xeon single core socket 3800 MHz rack mounted or blade servers.  

 
Figure 7-66 

ArcGIS Server Map Service 
Scalable Architecture (based on Intel Xeon single core socket 3.8 GHz Platform Baseline) 

[Single Socket (1 single core) Workgroup Server/Dual Socket (2 single core) Enterprise Servers] 
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The new dual core socket licensing makes the dual core platforms clearly the favorable customer solution.  
Capacity is roughly double what can be achieved with the single core socket technology, and the platform and 
software license costs are about the same.  We expect hardware vendors will start phasing out the single core 
socket platforms in the near future in favor of the new platform technology.  Customers should be encouraged 
to take advantage of this new technology. 
 
Figure 7-67 provides an overview of the recommended deployment configuration strategies for the ArcGIS 
Server mapping services on the new Intel Xeon dual core socket 3000 MHz technology.  This graphic provides 
the capacity metrics for Small Workgroups (ArcGIS Server Workgroup license), Small Enterprise, Small High 
Available Enterprise (2 ArcIMS Servers), and a configuration supporting a large high available enterprise 
deployment..  These metrics are base on deploying with the baseline Intel Xeon dual core 3000 MHz rack 
mounted or blade servers.  
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Figure 7-67 
ArcGIS Server Map Service 

Scalable Architecture (based on Intel Xeon dual core socket 3.0 GHz Platform Baseline) 
[Single Socket (1 dual core) Workgroup Server/Dual Socket (2 dual core) Enterprise Servers] 
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Figure 7-68 provides a simple chart for converting capacity in map displays per minute used with the Arc06 
models to the equivalent map displays per hour used in the Arc05 sizing models.  The results compare capacity 
of the available ArcIMS and ArcGIS Server Web Mapping Services when deploying on the Intel Xeon 4 core (2 
socket) 3000 MHz platform. 
 

Figure 7-68 
Displays per Hour Conversion 
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There is a performance response cost when configuring a site for maximum peak performance capacity.  
Figure 7-69 shows the performance tradeoff as more instances (threads) are included in the deployed 
configuration.  This graphic also shows real environments perform at a level slightly lower than predicted by 
our performance sizing models.  System latencies and random access statistics can reduce overall platform 
capacity to peak outputs slightly below predicted levels.  It may also be important to include additional service 
threads to achieve the optimum performance and capacity solution. 
 

Figure 7-69 
Web Configuration Performance Tuning 

 

Little change to response time 
since threads have not 

exceeded CPUs

Response time has exceeded 1 second.  Adding more 
threads at this point yields small amount of additional 
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The optimum customer response is experienced with a small number of threads, although the platform peak 
transaction rate is low.  The peak transaction rate increases as threads are increased, while the average user 
response time during these peak loads is reduced.  As more concurrent threads are published, contention within 
the system increases, reducing user average response time.  The optimum number of threads will result in less 
than 100 percent utilization of available core processing resources and less than projected peak server 
transaction capacity.  It is important to note that user response times represented in these test results do not 
include virtual server or SOM transaction queue wait times, which during peak transaction loads could 
significantly skew the results. 
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7.11   ArcGIS Server Memory Recommendations 
Figure 7-70 provides an overview of the ArcGIS Server platform memory recommendations.  Microsoft is 
supporting 64 bit Windows operating systems on the Intel and AMD platforms, and has increased the memory 
capacity supported by the Standard Windows Server operating systems.  Internal testing suggests ArcGIS users 
will benefit from this new environment, and there are some performance advantages when configuring systems 
with more physical memory.  
 
ArcGIS Server memory requirements will depend on the amount and type of services published on the Web 
site.   Each published service configuration will require a sufficient number of dedicated SOC instances to 
support peak capacity loads.  Each deployed standard SOC instance may consume from 4 MB to 40 MB of 
memory, with some of the heavier geoprocessing instances consuming up to 400 MB memory.  The ArcGIS 
Server SOM will manage SOC instance deployments based on published service configuration specifications, 
making a best effort to optimize utilization of available memory resources (the ArcGIS Server 9.2 SOC 
instances take optimum advantage of shared memory resources). 
 

Figure 7-70 
Client/Server Performance Metrics Summary 
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ArcGIS Server can take advantage of lots of memory when accessing large file based and rich image data 
sources.  Memory requirements can typical double when querying these files.   
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8 Platform Sizing Tools 
 
Section 7.0 (Sizing Fundamentals) provided an overview of the system configuration performance models 
assuming all hardware platforms were the same.  This section will identify how we can use these performance 
models to make proper hardware selections when all platforms are different. 
 
The system architecture design process is used to identify an optimum system configuration strategy, select the 
appropriate hardware component architecture, and provide platform specifications that will support user 
performance requirements.  This section will review available vendor technology and provide some simple 
engineering charts that represent current hardware performance and scalability.  Section 9 will provide an 
overview of the system design process.   
 

8.1 Platform Performance  
 
Hardware vendor technology has been changing rapidly over the past 10 years.  Improved technology 
performance has enabled deployment of a broad range of powerful software technology and continues to 
improve  user productivity.  Most of the business productivity increases experienced over the past 10 years have 
been promoted by faster computer technology.  Technology today is getting fast enough for most user 
workflows, and faster compute processing is becoming less relevant.  Most user displays are generated in less 
than a second.  Access to Web services over great distances is almost as fast.  Most of a user workflow is think 
time – the time a user spends thinking about the display before requesting more information. 
 
Most of the future user productivity gains will likely come from more loosely coupled operations, disconnected 
processing, mobile operations, and more rapid access and assimilation of distributed information sources.  
System processing capacity becomes very important.  System availability and scalability are most important.  
The quality of information provided by the technology can make user think time more productive. 
 
Hardware processing technology approached some technical barriers during 2004 and 2005 which slowed+ the 
rapid performance gains experienced between platform releases.  There was very little user productivity gain by 
upgrading to the next platform release (which was not much faster), so as a result computer sales were not 
growing at the pace experienced in previous years.  Hardware vendors searched for ways to change the 
marketplace, and introduced new technology with a focus on more capacity at a lower price.  Vendors also 
focused on promoting mobile technologies, wireless operations, and more seamless access to information.  
Competition for market share has been brutal, and computer manufacters have tightened their belts and their 
payrolls to stay on  top.  This year brought some surprises, with the growing popularity of the AMD technology 
and the focus on more capacity for less cost.  New performance gains was one of the big surprises, as Intel 
raised the performance bar with a full suite of new dual core processors (double the capacity of the single core 
sockets) while at the same time providing significant processing performance gains all at a reduced cost of 
ownership.  Hardware vendor packaging (the new blade technology) and a growing interest in virtual server 
technology (abstracting the processing environment from the hardware) can further reduce the cost of 
ownership and provide more processing capacity in less space. 
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Figure 8-1 provides an overview of vendor published single core benchmarks for hardware platforms supporting 
the Windows operating system.  The Intel Xeon 3200 MHz platform with 2 MB L2 Cache (single core 
SPECrate_int2000 = 18.1) was released in 2004, and remained one of the highest performing workstation 
platforms available through 2005.  The SPECint_rate2000 benchmark result of 18 was used as the Arc04 and 
Arc05 performance baseline.  2005 was the first year since 1992 that there was no noticable platform 
performance change (most GIS operations were supported by slower platform technology). 
 

Figure 8-1 
Platform Performance Makes a Difference 
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There were some noticeable performance gains early 2006 with release of the Intel Xeon 3800 MHz and the 
AMD 2800 MHz single core socket processors.  An Arc06 performance baseline of 22 was selected in May of 
this year.  Since May, Intel released their new Intel Xeon 2 core (1 socket) 3000 MHz processor, a dual core per 
socket processor with a single core benchmark above 31 operating much cooler (less electric consumption) than 
the earlier 3.8 MHz release.  This next year looks promising, as hardware pricing is coming down and single 
core performance is improving once again. 
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Figure 8-2 provides an overview of vendor published single core benchmarks for hardware platforms supporting 
UNIX operating systems.  The UNIX market has focused on large “scale up” technology (expensive high 
capacity server environments).  These server platforms are designed to support large database environments and 
critical enterprise business operations.  These platforms are traditionally more expensive than the Intel and 
AMD “commodity” servers, and the operating systems provide a more secure and stable compute platform. 
 

Figure 8-2 
Platform Performance Makes a Difference 
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The impressive performance leaders in the UNIX environments are IBM (PowerPC Technology) and HP 
(Itanium Servers).  Sun is also a powerful competitor with significant hardware market share and many loyal 
customers, particularly in the GIS marketplace.   Many GIS customers continue to support their critical 
enterprise geodatabase operations on UNIX platform environments. 
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8.2 ArcGIS Desktop Platform Sizing 
 
Figure 8-3 provides an overview of supported ArcGIS Workstation platform technology.  This chart shows the 
Intel platform performance changes experienced over the past 8 years.  The new Intel Xeon 3000 MHz dual 
core processor is over 23 times faster and almost 45 times the capacity of the Pentium Pro 200 platform that 
supported ARC/INFO workstation users in 1997.  The advance of GIS technology is enriched by the remarkable 
contributions provided by our hardware partners. 
 

Figure 8-3 
Workstation Platform Recommendations 
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Recent release and support for Windows 64-bit operating systems has introduced some performance 
enhancement opportunities for ArcGIS Desktop workstation environments.  The increasing size of the operating 
system executables and the number of concurrent operations supporting GIS operations makes more memory 
and improved memory access an advantage for ArcGIS Desktop users.  Recommended ArcGIS Desktop 
workstation physical memory with an ArcSDE data source is 1 GB, and up to 2 GB may be required to support 
large image and/or file based data sources. 
 
Most GIS users are quite comfortable with the performance provided by current Windows desktop technology.  
Power users and heavier GIS user workflows will see big performance improvements with the new Intel dual 
core technology (4 MB L2 cache).  Dual core technology may become a standard for future available desktop 
platforms, and although a single process will see little performance gain in a two core environment – there will 
be significant user productivity gains by enabling concurrent processing of multiple executables. 
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8.3 Client/Server Platform Sizing 
 
Figure 8-4 provides a view of the Platform Configuration module available with the Configuration Planning 
Framework presented earlier in section 7.0.  This configuration framework will be used in section 9.0 to share a 
system architecture design methodology for selecting the right hardware technology to support specific 
operational performance and scalability needs. 
 

Figure 8-4 
Server Platform Sizing Models 
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Platform sizing models have been developed and maintained over the years to support ESRI customers with 
System Architecture Design planning and proper selection of supported vendor hardware technology.  A 
fundamental discussion of these models was presented in section 7.0 (Sizing Fundamentals).  This section will 
apply these sizing models to current hardware technology and provide some simple engineering charts that can 
be used to support proper hardware selection.  The charts presented in this section are consistent with the 
models described in Chapter 7, and the sizing charts can be used to validate platform standard ArcGIS Desktop 
and Web mapping service platform recommendations generated by the Excel capacity planning tool. 
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Windows Terminal Servers 
 
Windows Terminal Server supports centralized deployment of ArcGIS Desktop applications for use by remote 
terminal clients.  Figure 8-5 identifies three standard Windows Terminal Server software configurations.  A 
separate platform sizing chart will be provided for each server implementation. 
 

Figure 8-5 
Windows Terminal Server Sizing 
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Figure 8-6 introduces a standard platform sizing chart that will be used throughout this section as a tool to 
identify peak concurrent users that can be supported with a selected vendor platform configuration.  Hardware 
platforms are represented on these sizing charts as a horizontal line.  The location of the platform on the chart is 
determined by the published vendor SPECrate_int2000 benchmark results for the represented platform 
configuration. 
 
The performance sizing models introduced in Chapter 7 are represented on these charts.  A platform 
configuration graphic is included showing the software component installation represented by the sizing chart.  
The peak displays per minute (DPM) introduced in Chapter 7 are used with the Arc06 component service times 
to identify specifications required to support each specific GIS workflow.  The platform performance 
specifications are represented by the vendor published SPECrate_int2000 benchmark on the vertical axis of the 
sizing chart.   
 
There are three diagonal lines on the sizing chart (10 dpm, 8 dpm, and 6 dpm).  These diagonal lines represent 
different user productivity rates (10 displays per minute, 8 displays per minute, 6 displays per minute).  A 
standard ArcGIS Desktop power user (consistent with user workflows in the Arc05 sizing models) would be 
represented by 10 displays per minute, and a lighter Web user would be represented by 6 displays per minute.  
The concept of user productivity is a new parameter introduced with the Arc06 sizing models.   
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File Data Source.  Figure 8-6 provides a Windows Terminal Server capacity planning chart for ArcGIS Desktop 
users accessing a small file data source.   
 

Figure 8-6 
Windows Terminal Server Sizing 
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Standard AMD 2 core (2 socket) 2800 MHz server platform (roughly same performance as the Intel Xeon 2 
core (2 socket) 3800 MHz platform) can support up to 15 concurrent ArcGIS Desktop users.  Intel 4 core (2 
socket) 3733 MHz platform can support up to 27 concurrent users as the same performance level.  Intel Xeon 4 
core (2 socket) 3000 MHz platform can support up to 40 concurrent users. 
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Geodatabase Direct Connect.  Figure 8-7 provides a Windows Terminal Server capacity planning chart for 
ArcGIS Desktop users using a DBMS direct connect architecture accessing an ArcSDE geodatabase supported 
on a separate database server.   
 

Figure 8-7 
Windows Terminal Server Sizing 
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Standard AMD 2 core (2 socket) 2800 MHz server platform (roughly same performance as the Intel Xeon 2 
core (2 socket) 3800 MHz platform) can support up to 17 concurrent ArcGIS Desktop users.  Intel 4 core (2 
socket) 3733 MHz platform can support up to 30 concurrent users as the same performance level. Intel Xeon 4 
core (2 socket) 3000 MHz platform can support up to 45 concurrent users. 
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Geodatabase ArcSDE Connect.  Figure 8-8 provides a Windows Terminal Server capacity planning chart for 
ArcGIS Desktop users using an ArcSDE connection to a separate ArcSDE database server.   
 

Figure 8-8 
Windows Terminal Server Sizing 
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Standard AMD 2 core (2 socket) 2800 MHz server platform (roughly same performance as the Intel Xeon 2 
core (2 socket) 3800 MHz platform) can support up to 18 concurrent ArcGIS Desktop users.  Intel 4 core (2 
socket) 3733 MHz platform can support up to 34 concurrent users as the same performance level.  Intel Xeon 4 
core (2 socket) 3000 MHz platform can support up to 50 concurrent users (may require over 16 GB memory 
depending on average user workflow requirements). 
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8.4 Web Mapping Platform Sizing 
 
Web mapping services are provided by ArcIMS and ArcGIS Server software technology.  The ArcIMS Image 
Service and ArcIMS ArcMap Image Service are deployed using the ArcIMS software, and the ArcGIS Server 
Map Services are deployed using the ArcGIS Server software.   All three Web mapping technologies can be 
deployed in a mixed software environment (they can be deployed on the same server platform together).  All 
three mapping services can be configured to access a file data source or a separate ArcSDE database.  
Geodatabase access can be through direct connect or an ArcSDE Server connection. 
 
Figure 8-9 identifies recommended software configuration options for smaller two tier Web mapping 
deployments.  This configuration option supports the Web Server and Spatial Servers on the same platform tier.  
This configuration is recommended for implementations that can be supported by one or two server platforms. 
 

Figure 8-9 
Server Performance and Scalability 
Smaller Two Tier Implementations 
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Web Dual Tier Architecture.  Figure 8-10 provides a dual tier capacity planning chart for ArcIMS and 
ArcGIS Server deployments.  This sizing chart identifies peak display transaction rates that can be supported on 
the Web Server platform.  Peak users are also identified based on productivity of 6 displays per minute. 
 

Figure 8-10 
ArcIMS/ArcGIS Server Sizing 
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Recommended configuration supports an ArcSDE direct connect architecture.  Standard AMD 2 core (2 socket) 
2800 MHz server platform (roughly same performance as the Intel Xeon 2 core (2 socket) 3800 MHz platform) 
can support up to 8,500 ArcGIS Server map displays per hour, 13,500 ArcIMS ArcMap Image map displays per 
hour, and 23,500 ArcIMS Image map displays per hour. Intel 4 core (2 socket) 3733 MHz platform can support 
up to 16,000 ArcGIS Server Map displays per hour, 25,500 ArcIMS ArcMap Image map displays per hour, and 
44,000 ArcIMS Image map displays per hour.  The new Intel 4 core (2 socket) 3000 MHz platform can support 
up to 24,000 ArcGIS Server Map displays per hour, 37,500 ArcIMS ArcMap Image map displays per hour, and 
65,000 ArcIMS Image map displays per hour.   Entry level  ArcGIS Server with the new Intel Xeon 2 Socket 
3000 MHz platform supports up to 23,500 map displays per hour, about 3,500 more than ArcIMS Image 
services would support with the Intel Xeon 3.2 GHz servers available just one year ago. 
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Figure 8-11 identifies recommended software configuration options for larger three tier Web mapping 
deployments.  This configuration option supports the Web Server and Spatial Servers on separate platform tiers.  
This configuration is recommended for implementations supporting a large number of concurrent Web mapping 
clients.   Server platforms can be added to support even larger peak capacity requirements. 

 
 

Figure 8-11 
Server Performance and Scalability 
Larger Three Tier Implementations 
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Web Three Tier Architecture.  Figure 8-12 provides a three tier capacity planning chart for ArcIMS and 
ArcGIS Server deployments.  This sizing chart identifies peak display transaction rates that can be supported on 
the Web Server platform.  Peak users are also identified based on productivity of 6 displays per minute. 
 

 
Figure 8-12 
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Recommended configuration supports an ArcSDE direct connect architecture.  Standard AMD 2 core (2 socket) 
2800 MHz server platform (roughly same performance as the Intel Xeon 2 core (2 socket) 3800 MHz platform) 
can support up to 12,000 ArcGIS Server map displays per hour, 14,500 ArcIMS ArcMap Image map displays 
per hour, and 25,000 ArcIMS Image map displays per hour.  Intel 4 core (2 socket) 3733 MHz platform can 
support up to 23,000 ArcGIS Server Map displays per hour, 27,500 ArcIMS ArcMap Image map displays per 
hour, and 47,000 ArcIMS Image map displays per hour.  The new Intel 4 core (2 socket) 3000 MHz platform 
can support up to 34,000 ArcGIS Server Map displays per hour, 41,000 ArcIMS ArcMap Image map displays 
per hour, and 69,500 ArcIMS Image map displays per hour.   Entry level  ArcGIS Server with the new Intel 
Xeon 2 Socket 3000 MHz platform supports up to 34,000 map displays per hour, about 12,000 more than 
ArcIMS Image services would support with the Intel Xeon 3.2 GHz servers available just one year ago. 
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Three tier Web Application Server Sizng.  Figure 8-13 provides a three tier capacity planning chart for 
ArcGIS Server Web Applications (non-AJAX and ArcGIS 9.2 AJAX) and standard ArcIMS Web Servers.  
ArcGIS Server Services Catalog requires roughly the same resources as the ArcIMS Web servers.  This sizing 
chart identifies peak display transaction rates that can be supported on the Web Server platform.  Peak users are 
also identified based on productivity of 6 displays per minute. 
 

Figure 8-13 
ArcIMS/ArcGIS Server Sizing 
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Standard AMD 2 core (2 socket) 2800 MHz server platform (roughly same performance as the Intel Xeon 2 
core (2 socket) 3800 MHz platform) can support up to 28,500 ArcGIS Server AJAX enabled map displays per 
hour, Intel 4 core (2 socket) 3733 MHz platform can support up to 54,000 ArcGIS Server AJAX enabled map 
displays per hour, and the new Intel 4 core (2 socket) 3000 MHz platform can support up to 80,000 ArcGIS 
Server Map displays per hour.  Single Socket servers would support half these amounts. 
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8.5 GIS Data Server Platform Sizing 
 
Figure 8-14 identifies recommended software configuration options for the geodatabase server platforms.  The 
geodatabase transaction models apply to both ArcGIS Desktop and Web Mapping service transactions.  
Normally a geodatabase is deployed on a single database server node, and larger capacity servers are required to 
support scale-up user requirements.  The ArcGIS Server 9.2 introduces distributed geodatabase replication 
services that can be used to support multiple instances of a single geodatabase.   ESRI also provides functional 
support for Oracle and IBM DB2 distributed database environments (ESRI has not validated the performance 
and scalability of vendor multi-node DBMS clusters). 
 

Figure 8-14 
GIS Data Server Sizing 
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File Data Server.  Figure 8-15 provides an overview of the file server platform sizing model.  This same model 
was presented in Chapter 7.  File servers are not compute intensive, and peak capacity is normally limited by 
the amount of data traffic supported by the network or the file server network interface card.  File access is also 
a very chatty protocol (lots of sequential communications between the query process executed by the client 
application and the server network connection agent).  Application file access is not recommended over high 
latency network connections. 
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DBMS Direct Connect and ArcSDE Remote Server.  The ArcSDE and DBMS service times are the same for 
the capacity sizing models, so both servers would support about the same processing load.   Two platform sizing 
chart for a standard DBMS server connection and Remote ArcSDE Server platforms; one configured for standard 
capacity systems (under 1000 users) and the other configured for high capacity systems (over 1000 users).   
 
Figure 8-16 chart is prepared at a scale from 1 to 1000 concurrent users to share capacity of the smaller dual to 8 
core commodity servers.   
 

Figure 8-16 
GIS Data Server Sizing 
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Standard Intel Xeon 2 core (2 socket) 3800 MHz platform (roughly same performance as the AMD 2 core (2 
socket) 2800 MHz server platform) can support up to 125 concurrent power users.  Sun Fire E4900 8 core (4 
socket) 1500 MHz platform can support up to 280 concurrent power users.  Intel 4 core (2 socket) 300 MHz 
platform can support up to 400 concurrent power users.  IBM p570 8 core (4 socket) 1900 MHz platform can 
support up to 490 concurrent power users. 
 
Note:  The remote ArcSDE Server is not required when using an ArcGIS Desktop or Web Service direct 
connect architecture. 
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Figure 8-17 is prepared at a scale of 1 to 1500 clients and includes the larger more expensive enterprise 
database server platforms. 

 
Figure 8-17 
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Sun Fire E6900 48 core (24 socket) 1500 MHz platform can support up to 1600 concurrent power users,  IBM 
p575 32 core (16 socket) 1900 MHz platform can support up to 1750 concurrent power users, and the HP 
Itanium rx8620 32 core (32 socket) 1600 MHz platform can support up to 1800 concurrent power users. 
 
Note:  The remote ArcSDE Server is not required when using an ArcGIS Desktop or Web Service direct 
connect architecture. 
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ArcSDE Connect with ArcSDE DBMS Server.  The traditional ArcSDE connection to an ArcSDE DBMS 
Server (server with ArcSDE installed with the DBMS) requires the largest data server platform.  Performance 
with the ArcSDE DBMS server is no longer better than with a direct connect architecture (commodity application 
servers outperform high capacity data servers, and the direct connect DBMS communications were improved with 
the ArcGIS 9.0 release to a point where performance differences are marginal).  Figure 8-18 provides a data server 
platform sizing chart for use when ArcSDE is installed on the DBMS server.   

 
Figure 8-18 
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Intel Xeon MP 32 core (32 socket) 3000 MHz (IBM and Unisys Windows 2003 Data Center) platform can 
support up to 600 concurrent power users, Sun Fire E6900 48 core (24 sockets) 1500 MHz platform can support 
up to 830 power users,  IBM p575 32 core (16 sockets) 1900 MHz platform can support up to 900 concurrent 
power users. 
 
Note:  These platform sizing charts should clearly identify the value of supporting the geodatabase with an 
ArcSDE direct connect architecture. 
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8.6 Platform Selection Criteria 
 
Several factors must be considered in supporting proper hardware selection.  These factors include the 
following: 
 

 Platform Performance.  Platform must be configured properly to support user performance 
requirements.  Identifying proper platform configurations based on user performance needs and the 
ESRI design models establishes a solid foundation for proper hardware platform selection. 
 

 Purchase Price.  Cost of hardware will vary depending on the vendor selection and platform 
configuration.  Pricing should be based on evaluation of hardware platforms with equal performance 
capacity. 
 

 System Supportability.  Customers must evaluate system supportability based on vendor claims and 
previous experience with supporting vendor technology. 
 

 Vendor Relationships.  Relationships with the hardware vendor may be an important consideration 
when supporting complex system deployments. 
 

 Total Life Cycle Costs.  Total cost of the system may depend on many factors including existing 
customer administration of similar hardware environments, hardware reliability, and maintainability.  
Customers must assess these factors based on previous experience with the vendor technology and 
evaluation of vendor total cost of ownership claims. 

 
Establishing specific hardware performance targets during hardware source selection significantly improves the 
quality of the hardware selection process.  Proper system architecture design and hardware selection provide a 
basis for successful system deployment. 
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9 GIS User Needs 
 
System architecture design provides a methodology for establishing hardware and network requirements that 
support the performance and communication needs of GIS application users.  Hardware requirements should be 
established based on identified business needs.  A fundamental understanding of user workflow requirements 
and the supporting GIS technology is required before one can identify the appropriate hardware and network 
requirements for supporting effective enterprise GIS operations. 

9.1 Thinking about GIS 
 
The value of a GIS is realized when users are provided access to business data resources as illustrated in figure 
9-1.  A significant amount of money is required to establish and maintain GIS data resources.  Once data is 
available, this investment can be leveraged to support business operations.  The business return on investment is 
realized when this data is used to produce information products that support improved business operations. 
 

Figure 9-1 
Geographic Information System 
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GIS provides technology to collect, store, manage, and analyze relationships between spatial data.  Spatial data 
is represented in a database as points, lines, polygons, complex features, and image layers.  This spatial data is 
stored in standard relational columns in a database.  GIS applications support a broad variety of data integration 
and analysis to generate required business information products.  GIS information products may be presented as 
maps, lists, or user workflows that support business operations.  These information products can be displayed 
on a computer screen, printed on paper, or stored on digital media.  Organizational benefits from the GIS are 
achieved by providing user access to these information resources. 
 
Implementation of GIS on an enterprise level has many benefits for the organization, and these benefits can be 
realized with proper investment in the required resources.  Only you can plan for your success.  Thinking of 
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ways to leverage GIS data to support business operations is an effective way to capitalize on the GIS 
investment. 
 
An application needs assessment must be completed by the business units that require the GIS information 
products.  The needs assessment should be led by in-house GIS staff with support from an executive sponsor.  
Professional GIS consultants can be used to facilitate the planning process.  Planning is usually critical to justify 
the required GIS investments and provide a framework to support enterprise GIS implementation.   
 
Many technical efforts must be planned and coordinated to support a successful deployment.  As shown in 
figure 9-2, the application needs assessment involves a review of user workflow processes and identifies data 
and GIS applications required to support these work processes.   
 

Figure 9-2 
Application Needs Assessment 
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Understanding user workflow requirements provides an opportunity for optimizing business operations. 
 
The user needs assessment should be documented and shared with users throughout the organization.  The result 
of the application needs assessment should identify user workflow requirements, list existing and required data 
resources, and provide a prioritized list of GIS applications required to support operational needs.  The results 
of the study should include a schedule for data acquisition and application deployment. 
 
Dr. Roger Tomlinson's recently published book Thinking About GIS provides an excellent overview of the GIS 
planning process.  Dr. Tomlinson has dedicated more than 42 years of his life to the planning and deployment 
of GIS operations.  Within the GIS community, Dr. Tomlinson is recognized as the father of GIS.  
Dr. Tomlinson's insight on enterprise GIS planning is also the foundation for the ESRI Planning for GIS self-
study Web course, available on the ESRI Virtual Campus.  These resources, as illustrated in figure 9-3, can be 
helpful to GIS managers and organizations that want to leverage their GIS resources and reap the benefits of a 
successful enterprise GIS. 
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Figure 9-3 
Planning for GIS 
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9.2 System Design Prerequisites 
 
Figure 9-4 shows that many factors contribute to a successful enterprise GIS.  A GIS must have the right 
people, data resources, applications, and hardware to be successful.  The type and nature of the GIS 
environment must match the needs and skills of the organization. 
 

Figure 9-4 
Total GIS Environment 
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Some basic objectives must be satisfied before an organization is ready to develop an enterprise system design 
strategy.  These objectives include establishing a set of organizational goals for GIS development and 
identifying application needs and data requirements. 

Approved organizational goals provide a foundation for getting resources necessary to support implementation.  
Implementation of an enterprise GIS solution will require top management support and must include a 
commitment from a number of departments throughout the organization.  GIS goals should include objectives 
that define what changes the organization would like to see over the next three- to five-year period.  These 
implementation objectives establish baseline requirements for the system design review. 
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9.3 GIS User Needs Assessment 
 
There are a few basic user requirements that must be understood to support an effective system design solution.  
These requirements include identifying where the GIS users are located in relation to the associated data 
resources (site locations), what network communications are available to connect user sites with the GIS data 
sources, and what types of users are located at these locations.  Figure 9-5 provides an overview of the system 
architecture needs assessment. 
 

Figure 9-5 
System Architecture Needs Assessment 
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GIS User Locations 
 
All locations within the organization that require access to GIS applications and data resources must be 
identified.  The system architecture design must be developed to support the peak user workflow.  Knowing 
where the users are located, understanding what applications they will need to support their work, and 
identifying the location of the required data resources provide a basis for supporting the system design analysis. 
 
Network Communications 
 
The network communications between the different locations must be identified to support the system design 
assessment.  Network bandwidth will establish communication constraints that must be accommodated in the 
system design solution. 
 
The city of Rome represents a typical organization and will be used as a case study to demonstrate the system 
design process.  This city has more than 580 employees who require GIS information to support their normal 
work processes.  These employees are located in the Planning, Engineering, Police, and Operations departments 
throughout the city.  Additional employees throughout the remaining city departments will benefit from 
deployment of standard GIS information products through published Web applications. 
 
Figure 9-6 provides a sample format for identifying locations throughout a typical organization.  This figure 
provides an overview of the facility locations and the associated network environment to be addressed in the 
system design study.  The figure also identifies each of the user locations and how they are connected through 
the wide area network and Internet. 
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Figure 9-6 
Network Communications Overview 
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GIS User Types 
 
The types of GIS users can be divided into two basic categories.  The ArcGIS Desktop users will require 
desktop applications for GIS processing.  The remaining users can be supported by ArcIMS map services. 
 

 ArcGIS Desktop.  This includes ArcGIS Desktop specialists supporting general spatial query and 
analysis studies, simple map production, and general-purpose query and analysis operations including 
all ArcEditor and ArcView clients.  GIS applications for custom business solutions and any custom 
ArcGIS Engine clients that support specific business needs should also be included in this category.   

 
 Web Services.  ESRI Internet map services provide transaction-based map products to intranet and 

Internet browser clients.  Web technology supports transaction-based services for users requiring 
access to standard map products.  Web technology can also be used as a data source for ArcGIS 
Desktop clients.  ArcGIS Server provides a variety of new options for supporting GIS clients over the 
Web. 

 
The capacity planning framework introduced in Chapter 7 (Sizing Fundamentals) provides the flexibility to 
include a variety of different desktop and server workflow models in a single system design assessment.  
Workflow models are defined in terms of component service time metrics.  Component service time metrics are 
provided for ArcGIS Desktop, ArcIMS Image and ArcMap Image Services, and for ArcGIS Server Map 
Services based on experience with these technologies over the past 10 years.  These sizing models have been 
adequate to support ESRI customers with successful design solutions, and have been used as the standard for 
system architecture design consulting. 
 
New technology options introduced with the ArcGIS 9.2 software release will require different workflow 
models, and these new models can be represented in the future by appropriate component service times 
identified for these workflows in the capacity planning framework.  Careful selection of appropriate service 
time metrics will be an important input to future system architecture design efforts. 
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User Workflow Requirements 
 
The template provided in figure 9-7 was used to document the Year 1 user application requirements for the city 
of Rome.  The spreadsheet identifies user workflow requirements at each physical facility location addressed at 
the department level. 
 

Figure 9-7 
City of Rome Planning 

Workflow Requirements—Year 1 
 

 
 

The following information was included in the columns on the chart. 
 

 Department.  This is the lowest organizational level addressed in the study. 
 

 Workflow.  This is the type of work supported by the department. 
 

 Information Product (IPD).  This provides a key for relating workflow to information products 
identified in the user needs assessment. 

 
 User Type.  This identifies the job title or types of users requiring specific GIS applications to support 

their workflow. 
 

 Total Users.  This is the total number of GIS users in the department who will use the application. 
 

 Peak Usage.  This shows the peak number of users on the system at one time.  ArcGIS Desktop users 
are identified by product level (ArcInfo, ArcEditor, ArcView).  Web services are represented by 
estimated peak transaction rates (requests per hour).  The peak usage loads will be applied in the 
design analysis to identify system capacity requirements. 

 
The Server IMS Web Services are all published from the IT Data Center to the public Internet site (in this use 
case departments did not access Web services from internal locations). 
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Each department manager was responsible for validating the final workflow requirements.  A workflow analysis 
was completed for each implementation phase.  Figure 9-8 provides the results of the city of Rome Year 2 
workflow analysis, and Figure 9-9 provides the results for Year 3. 
 

Figure 9-8 
City of Rome Planning 

Workflow Requirements—Year 2 
 

 
 
Note:  Police operations are supported on a separate secure network. Remote patrols use dialup connections to 
access the published Web services. 
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Figure 9-9 
City of Rome Planning 

Workflow Requirements—Year 3 
 

 
 
A proper GIS user requirements analysis is hard work.  The organization must work together to identify 
workflow processes and agree on business needs.  Understanding the peak number of users required to support 
each user workflow is a fundamental part of doing business, and these estimates impact staffing, software 
licensing, and the hardware and infrastructure cost to support these workflows.  Understanding and getting this 
right will make a big different in user productivity and the success of the system. 
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9.4 System Architecture Design Review 
 
People skills and experience in maintaining distributed computer system solutions are important considerations 
when selecting a system design.  Maintenance of the distributed computer environment will be a critical 
consideration in selecting appropriate vendor solutions.  Experience and training in maintaining specific 
computer environments may identify a particular design solution as the best fit for an organization.  Figure 9-10 
provides an overview of general system design considerations that must be understood to develop a proper 
design solution. 
 

Figure 9-10 
General System Design Review Considerations 
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 Platform and Network Environments.  The design consultant should review the current vendor 
platforms and network environments.  These are the environments that are currently maintained by the 
organization.  Hardware experience, maintenance relationships, and staff training represent a 
considerable amount of investment for any organization.  Proposed GIS design solutions should take 
advantage of corporate experience gained from working with the established platform and network 
environment. 

 
 Hardware Policies and Standards.  Organizations develop policies and standards that support their 

hardware investment decisions.  Understanding management preferences and associated vendor 
relationships will provide insight into a design solution that can be supported best by the organization. 

 
 Operational Constraints and Priorities.  Understanding the type of operations supported by the GIS 

solution will identify requirements for fault tolerance, security, application performance, and the type 
of client/server architecture that would be appropriate to support these operations. 

 
 System Administration Experience.  The skills and experience of the systems support staff provide a 

foundation for supporting the final design solution.  Understanding network administration and 
hardware support experience, in conjunction with support staff preference for future administration 
strategies, will help guide the consultant to compatible hardware vendor solutions.  

 
 Financial Considerations.  The final solution must be affordable.  An organization will not implement 

a solution that is beyond its available financial resources.  With system design, cost is a function of 
performance and reliability.  If cost is an issue, the system design must facilitate a compromise 
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between user application performance, system reliability, and cost.  The design consultant must 
identify a hardware solution that provides optimum performance and reliability within identified 
budget constraints. 

 
Current technology supports distribution of GIS solutions to clients throughout an enterprise environment, but 
there are limitations that apply to any distributed computer system design.  It is important to clearly understand 
real GIS user needs and discuss alternative options for meeting those needs with systems support staff to 
identify the most cost-effective solution.  It may be necessary to complete a design analysis for multiple 
deployment options to identify and establish the best implementation strategy. 
 
Year 1 Capacity Planning 
 
Figure 9-11 provides an overview of City of Rome Year 1 implementation strategy.  A server based architecture 
will be deployed managed from the central IT data center to support the Year 1 implementation.  Server 
platforms will include a Windows Terminal Server (WTS) farm to support the remote ArcGIS Desktop users, 
ArcGIS Server (AGS) to support the public web services, and a central GIS data server to support the enterprise 
geodatabase.   
 

Figure 9-11 
User Locations and Network Year 1  
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Year 1 workflow requirements analysis.  Figure 9-12 shows transfer of the user workflow requirements to the 
capacity planning user workflow analysis template.  For some organizations the capacity planning tool may be 
used to collect workflow requirements and complete the analysis without using the workflow requirements 
templates.  Organizations should use the appropriate methodology to support their design needs – the workflow 
requirements templates provide the most complete user needs representation and establish a basis and 
appropriate documentation for validating the simpler workflow representations included in the capacity 
planning framework. 
 

Figure 9-12 
Workflow Loads Analysis Year 1  
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Each customer solution will be different.  Several decisions must be made during the design process before a 
final representation is collected in the capacity planning framework.  The process and discussion leading up to 
the final design should be documented to represent the design process.  The design documentation should 
clearly define the basis for the final workflow representation. 
 
Workflow consolidation will help simplify the requirements analysis.  User workflows can only be consolidated 
when located at the same site, supported by the same software technology, and have the same level of 
productivity (displays per minute) and traffic per display.  There is no limit to the number of separate 
workflows supported by the capacity planning tool.  The City of Rome example simplifies the analysis display 
by assuming all ArcGIS Desktop workflows are similar and can be represented by high or low productivity. 
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Year 1 workflow component service time validation.  Standard workflow templates are provided for use 
during configuration planning. These workflow templates identify target component service times for the 
application software components.  The workflow components service times should be reviewed to make sure 
the workflow loads are properly represented in the capacity planning framework.  The selected component 
service times will be used by the configuration tool to support capacity calculations during platform selection.  
Figure 9-13 provides an example of the workflow component service times used for the City of Rome analysis. 
 

Figure 9-13 
Workflow Component Service time Validation Year 1  
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Year 1 network suitability analysis.  Once the user workflow analysis is completed, the capacity planning tool 
can provide a quick assessment of the peak traffic flows for each workflow.  These traffic flows can be 
collected by site to identify what traffic must be supported by the WAN and Internet connections.  The total 
WAN and Internet traffic can be represented on the shaded site locations for simple analysis.  These site 
locations would represent the router connection between sites for each network.  Figure 9-14 provides an 
example of the City of Rome year 1 network suitability analysis. 

 
Figure 9-14 

Network Suitability Year 1  
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Once the capacity planning tool is properly configured, the peak network bandwidth provided by the workflow 
analysis tool can be compared with existing bandwidth connections represented on the earlier network diagram.  
Upgrade requirements can then be identified to support design recommendations. 
 
The City of Rome Year 1 implementation includes users at four user locations.  City Hall provides an Intranet 
connection support WAN communications with the remote offices and an Intranet connection to support the 
published public Web mapping services.  Each of the remote offices support a router connection to the City 
WAN.  Traffic requirements for each network connection are represented in the workflow analysis network 
column. 
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Year 1 Platform Configuration.  Once the year 1 peak user workflow requirements are included in the 
configuration planning tool, the platform configuration module can be used to make the final platform selection 
and complete the system configuration recommendations.  The Configuration Planning tool incorporates the 
platform sizing models discussed in the earlier chapters on Sizing Fundamentals and Hardware Platform Sizing.  
The configuration tool uses these models along with vendor relative performance benchmarks to generate the 
number of platform nodes required to support the peak workflow loads.  System architect has the option to 
select from a variety of supported vendor platforms to support the final configuration. 
 
The hardware platform configuration identified in Figure 9-15 is supported by Intel Xeon 2 core (2 socket) 3800 
MHz hardware platforms.  These platforms were available from the hardware vendors in early 2006 and were 
used as the ESRI Arc06 performance baseline.  Peak capacity 
 

Figure 9-15 
Hardware Platform Requirements Year 1  

 

 
workflows projected for the Year 1 deployment can be supported with four Windows Terminal Servers, a single 
ArcGIS Server container machine supporting the ADF, SOC, and ArcSDE direct connect software components, 
and a Windows database platform.  All hardware platforms are supported with Intel Xeon 2 core (2 socket) 
3800 MHz platforms configured with 16 GB physical memory (RAM).  Projected utilization rates are shown for 
each tier of the recommended platform solution. 
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An alternative platform selection was made to assess the benefits of using new dual core socket platform 
technology recently released by the hardware vendors.  Figure 9-16 provides the resulting hardware 
recommendations when using the new technology. 

Figure 9-16 
Hardware Platform Requirements Year 1 (New Technology) 

 

 
 

The new platform technology supports two dual core sockets, improves map display performance by 39% 
(30/21.5) and platform capacity by 290% (120/42.9) per hardware platform.  Hardware and software pricing per 
server was roughly the same for the newer platform technology.  Using the new technology reduced the number 
of required platforms by two servers and reduced overall system cost by 33% (2/6).  Platform selection can 
make a significant difference in overall system cost—the newer platform technology was not available 6 
months earlier. 
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Year 2 Capacity Planning 
 
A similar analysis can be completed to support the Year 2 City of Rome implementation plans.  Most GIS 
implementation evolve over several years of incremental technology improvements, and successful 
implementation typically plan for two or three years ahead to support budgeting needs.  Figure 9-17 identifies 
user locations for the Year 2 implementation. 

Figure 9-17 
User Locations and Network Year 2 
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Several additional Internet remote sites will be included in Year 2 along with deployment of the 911 Dispatch 
and the initial Police network.  The Police network will be supported by a separate server environment (ArcSDE 
DBMS server for the geodatabase and an ArcIMS server for published Intranet Web Services.  Geodatabase 
replication will be used during off-peak hours to support data updates to the Police geodatabase).  The City 
Network operations will continue to be supported from the IT Data Center. 
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Year 2 Workflow Analysis.  Figure 9-18 provides the results of the Year 2 workflow analysis.  The workflow 
requirements identified in the user needs assessment were transferred to the configuration tool workflow 
analysis module.  Two separate analysis were completed, one for the City Network and a separate analysis for 
the Police Network.  The workflow templates were generated in the Capacity Planning Excel workbook by 
copying Year 1 to a separate tab and inserting the additional workflow templates as required to complete the site 
configurations. 
 

Figure 9-18 
Workflow Loads Analysis Year 2  
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Year 2 network suitability analysis.   Network traffic requirements for each site generated by the 
configuration tool are grouped to identify the site WAN and Internet communication peak traffic projections.  
Traffic requirements can be provided to the network administrator to support planning for future network 
capacity needs.  Figure 19 shows the network suitability analysis for year 2. 
 

Figure 9-19 
Network Suitability Year 2 
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Year 2 Platform Configuration.  The Capacity Planning Tool can now be used to generate the Year 2 platform 
configuration requirements.   Figure 9-20 provides the recommended platform specifications to support the year 
2 City Network workflows when using the Intel Xeon 2 core (2 socket) 3800 MHz platforms.  The database 
server capacity exceeded platform capacity loads, and the City decided to replace this server with AMD 4 core 
(2 socket) servers.  Platform configurations requirements are provided by the Capacity Planning tool once the 
user requirements and platform technology selections are complete. 
 

Figure 9-20 
City Network Hardware Platform Requirements Year 2  
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Figure 9-21 provides hardware recommendations when using the newer Intel Xeon 4 core (2 socket) 3000 MHz 
platform technology – significant reduction in overall hardware and software costs to support the required peak 
capacity workflows.  In this case a single standard platform was able to support peak database server workloads 
without converting to a higher capacity platform. 
 

Figure 9-21 
City Network Hardware Platform Requirements Year 2 (New Technology) 
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The Police Network platform configuration requirements are provided in Figure 9-22.  The number of ArcGIS 
Desktop users required to support the peak workflow loads were 11.  The new ESRI Workgroup Server can 
support up to 10 concurrent ArcGIS Desktop connections, and could be used to support the Police Network 
needs if their peak workflow requirements could be reduced by one desktop user.  This should be discussed 
during the design evaluation as a potential cost reduction – it is important these peak loads were not 
overestimated. The ESRI Workgroup Server is provided to support small workgroup environments (like the 
Police Network) and includes a SQL Express database with the ESRI software license (no cost for the database 
server).  The peak police network capacity requirements could be satisfied with one single socket server 
supporting their peak workflow needs. 
 

Figure 9-22 
Police Network Hardware Platform Requirements Year 2  

 

 
 

The server capacity and user performance can be improved using the new Intel Xeon 2 core (1 socket) 3000 
MHz platform technology shown in Figure 9-23. 
 

Figure 9-23 
Police Network Hardware Platform Requirements Year 2 (New Technology) 
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Year 3 Capacity Planning 
 
Year three includes deployment of two new regional office sites, increase in the number of City Hall 
departments and workflows using GIS technology, introduction of tracking analysis to monitor mobile vehicle 
operations including up to 100 snow plows during winter storm operations.  User locations for year 3 are 
identified in Figure 9-24. 
 

Figure 9-24 
User Locations and Network Year 3 
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Year 3 Workflow Analysis.  Figure 9-25 provides the results of the Year 3 workflow analysis.  The workflow 
requirements identified in the user needs assessment were transferred to the configuration tool workflow 
analysis module.  The workflow templates were for the City Network and the Police Network were generated in 
the Capacity Planning Excel workbook by copying the Year 2 workflows to separate tabs and inserting the 
additional workflow templates as required to complete the site configurations. 

 
Figure 9-25 

Workflow Loads Analysis Year 3 
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Year 3 workflow component service time validation.  The workflow component service times were validated 
to ensure proper component loads were represented during the workflow loads analysis.  The new business 
analyst workflows used the standard ArcGIS Desktop workflow template to support the Capacity Planning 
metrics.  Figure 9-26 shows the component service times used to support the Year 3 workflows.  There were no 
standard workflow templates to support the new Tracking Server implementation, although the server loads for 
this implementation are expected to be light compared to other workflow requirements.  The new scheduler 
workflows will likely exceed the additional loads required by the tracking server.  These additional tracking 
server component service loads can be measured and included in the capacity planning model following initial 
system validation testing. 
 

Figure 9-26 
Workflow Component Service time Validation Year 3 
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Year 3 network suitability analysis.   Network traffic requirements for each site generated by the 
configuration tool are grouped to identify the site WAN and Internet communication peak traffic projections.  
Traffic groupings from the previous year templates may be configured properly to support this analysis.  Traffic 
requirements can be provided to the network administrator to support planning for future network capacity 
needs.  Network suitability analysis for year 3 is provided in Figure 9.27 

 
Figure 9-27 

Network Suitability Year 3  
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Year 3 Platform Configuration.  The Capacity Planning Tool can now be used to generate the Year 3 platform 
configuration requirements.   Figure 9-28 provides the recommended platform specifications to support the year 
3 City Network workflows when using the Intel Xeon 2 core (2 socket) 3800 MHz platforms.  The database 
server capacity exceeded platform capacity loads, and the City decided to upgrade this server to an AMD 8 core 
(4 socket) platform configuration.  Platform configurations requirements are provided by the Capacity Planning 
tool once the user requirements and platform technology selections are complete. 
 

Figure 9-28 
City Network Hardware Platform Requirements Year 3  

 

 
 

The capacity requirements identified for the complete system implementation can provide insight for proper 
platform selection for the earlier deployment stages.  Configuration loads analysis should be completed to 
represent a best estimate of the complete enterprise deployment plans (at least for the initial hardware purchase 
life cycle) to avoid having to upgrade platforms in later years before they reach their full life-cycle. 
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Figure 9-29 shows the system configuration savings when deploying the newer Intel Xeon 4 core (2 socket) 
3000 MHz platform technology.  the new platform technology was able to support peak system capacity 
requirements with less than half the hardware and software cost.  Hardware should be purchased just in time to 
support the system implementation to take advantage of new technology, improve workflow productivity, and 
reduce deployment cost. 

Figure 9-29 
City Network Hardware Platform Requirements Year 3 (New Technology) 
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The Police Network year 3 configuration requirements are provided in Figure 9-30.  Capacity requires can 
continue to be satisfied with a single socket server configuration.  Peak desktop user connections have increased 
to a total of 24 ArcGIS Desktop users which would require an enterprise ArcGIS Server license, although could 
continue to be supported by the SQL Express database. 
 

Figure 9-30 
Police Network Hardware Platform Requirements Year 3  

 

 
 

The newer Intel Xeon 2 core (1 socket) 3000 MHz platforms technology shown in Figure 9-31 provide even 
more system capacity.  This extra capacity could be used to support geodatabase management and replication 
services during peak workflow hours. 
 

Figure 9-31 
Police Network Hardware Platform Requirements Year 2 (New Technology) 
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9.5 Choosing a System Configuration 
 
The best solution for a given organization will depend on the distribution of the user community and the type of 
operational data in use.  User requirements determine the number of machines necessary to support the 
operational environment, the amount of memory required to support the applications, and the amount of disk 
space needed to support the system solution.   The system design models provide target metrics to support 
capacity planning.  The Capacity Planning tool incorporates standard templates representing the sizing models 
and provides a simple interface to support enterprise level capacity planning efforts. 
 
Figure 9-32 enumerates important considerations in choosing a system configuration.  A basic ingredient in 
understanding and applying the results of the user needs assessment is identifying the type of users of the 
system and the workstation performance needed to support these functions.  Information required includes the 
number of users of the system, the percent of time each user will be using his/her GIS application, size of the 
user directories (workspace), size and type of other applications on the system, and user performance 
requirements.  In addition, where data files will be located on the system, how users will access the data, and 
how much disk space will be needed to store the data are considerations.  Also, it is important to understand the 
facility layout and available network communications and to evaluate the environment for potential 
performance bottlenecks.  Other factors include accounting for existing equipment, organizational policies, 
preference toward available system design strategies, future growth plans, and available budget. 
 

Figure 9-32 
System Configuration Selection Criteria  
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– Future growth plans/Available budget
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10 System Implementation 
Successful system implementation requires good leadership and careful planning.  A good understanding of 
every component of the system is critical in putting together an implementation strategy.  Enterprise IT 
environments involve integration of a variety of vendor technologies.  Interoperability standards within IT 
environments are voluntary, and even the most simple technology integration must be validated at each step of 
the integration process. 

Enterprise GIS environments include a broad spectrum of technology integration.  Most environments today 
include a variety of hardware vendor technologies including database servers, storage area networks, Windows 
Terminal Servers, Web servers, map servers, and desktop clients all connected by a broad range of local area 
networks, wide area networks, and Internet communications.  All these technologies must function together 
properly to support a balanced computing environment.  A host of software vendor technologies include 
database management systems, ArcGIS Desktop and ArcGIS Server software, Web services, and hardware 
operating systems all integrated with existing legacy applications.  Data and user applications are added to the 
integrated infrastructure environment to support the final implementation.  The result is a very large mixed bag 
of technology that must work together properly and efficiently to support user workflow requirements.   

The integration and implementation of distributed computer technology has become easier over the years as 
interface standards have matured.  Over the same time, enterprise environments have become larger and more 
complex.  The complexity and risk associated with an enterprise system deployment are directly related to the 
variety of vendor components required to support the final integrated solution.  Centralized computing solutions 
with a single database environment are the easiest environments to implement and support.  Distributed 
computer systems with multiple copies of the same database environment can be very complex and difficult to 
deploy and support.  Many organizations are consolidating their data resources and application processing 
environments to reduce implementation risk and improve administrative support for enterprise business 
environments. 

10.1 GIS Staffing 
Good leadership begins with proper staffing.  Successful GIS enterprise deployments are normally supported by 
an executive business sponsor, and the GIS manager should report to senior management.   

Figure 10-1 shows an overview of a traditional GIS organization structure.  Enterprise GIS operations are 
supported by an executive committee with influence and power to make financial and policy decisions for the 
GIS user community.  A technical coordinating committee is responsible for providing technical direction and 
leadership.  Working groups are assigned and normally aligned with each technical discipline to address 
organizational issues and report on system status.  The user community should be represented throughout the 
review process. 
 

Figure 10-1 
Traditional GIS Organizational Structure 
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A formal organizational structure provides a framework for establishing and maintaining long-term support 
required for successful enterprise GIS operations.  This basic organization structure can be useful in managing 
small to large organizations, and the same type of organizational structure can be effective in managing 
community GIS operations. 

Several technical disciplines are required to support successful GIS operations.  Figure 10-2 provides an 
overview of functional responsibilities required to support enterprise GIS operations. 

Figure 10-2 
GIS Functional Responsibilities 

 

  
 

The complexity of these responsibilities will vary with the size and extent of each individual GIS 
implementation, although every organization will need some level of support and expertise in each of these 
areas. 
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10.2  Building Qualified Staff 
 

Training is available to help develop qualified staff and support GIS user productivity.  Organizations should 
make sure their teams receive required training.  Figure 10-3 provides an outline of recommended ESRI training 
courses established to support qualification of the required staff functions. 
 

Figure 10-3 
Training Opportunities 
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10.3 System Architecture Deployment Strategy 
Planning is normally the first step in supporting a successful system deployment.  A system design team should 
review current GIS and hardware system technology, review user requirements, and establish a system 
architecture design based on user workflow needs.  A deployment schedule, as shown in figure 10-4, should be 
developed to identify overall implementation objectives. 
 

Figure 10-4 
GIS System Deployment Strategy 

 

 
 

Phased implementation strategies can significantly reduce implementation risk.  Computer technology continues 
to evolve at a remarkable pace.  Integration standards are constantly changing with technology and, at times, 
may not be ready to support immediate system deployment needs.  New ideas are introduced into the market 
place every day, and a relatively small number of these ideas develop into dependable long-term product 
solutions.  The following best practices are recommended to support successful enterprise GIS implementation. 
 

 Pilot Phase 
• Represent all critical hardware components planned for the final system solution. 

• Use proven low-risk technical solutions to support full implementation. 

• Include test efforts to reduce uncertainty and implementation risk. 

• Qualify hardware solutions for initial production phase. 
 Initial Production Phase 
• Do not begin until final acceptance of pilot phase. 

• Deploy initial production environment. 

• Use technical solutions qualified during the pilot phase. 

• Demonstrate early success and payoff of the GIS solution. 

• Validate organizational readiness and support capabilities. 

• Validate initial training programs and user operations. 

• Qualify advanced solutions for final implementation. 



 
System Design Strategies 10  System Implementation 
 C11144-11 

 

 
 

ESRI Technical Reference Document  10-5

 Final Implementation Phase 
• Do not begin until final acceptance of initial production phase. 

• Plan a phased rollout with reasonable slack for resolving problems. 

• Use technical solutions qualified during previous phases. 

• Prioritize rollout timelines to support early success. 

10.4 System Testing 
 
Proper test conduct can contribute to implementation success.  Functional component and system integration 
testing should be conducted for new technology during the initial pilot phase.  Performance testing should be 
delayed until the initial production phase.  
 
Figure 10-5 identifies best practices for planning and conducting functional system testing. 
 

Figure 10-5 
Functional System Testing Best Practice 

 

• Test Planning
– Complete a risk analysis:  Identify functionality that requires testing.
– Identify test objectives and establish configuration control plan.
– Identify test hardware/software configuration.
– Develop test procedures.

• Test Implementation
– Identify implementation team and establish implementation schedule.
– Order hardware and software and publish installation plan.
– Conduct test plan and validate functional acceptance.
– Collect test performance parameters (CPU, memory, network traffic, etc.).

• Test Results and Documentation
– Document the results of the testing.

• Include specific hardware/software/network components that were tested.
• Include installation and test procedures that were followed, test anomalies, and final resolution.
• Complete test compliance matrix identifying validation of functional requirements.

– Publish the test results for reference during system implementation.

Complete prototype integration testing before production deployment.
Test in a production environment (configuration control). 
Document functional requirements and test procedures.

Complete prototype integration testing before production deployment.
Test in a production environment (configuration control). 
Document functional requirements and test procedures.

 
 
Functional system testing should be completed for all new technology that will be integrated into the production 
system.  A test plan should be developed to identify test requirements, establish configuration control (software 
versions, operating system environment), and provide test procedures.  Testing should be completed before 
production deployment.  Testing should be conducted using the software versions and operating system that will 
be deployed in the production environment. 
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Figure 10-6 identifies some cautions and warnings associated with system performance testing. 
Figure 10-6 

Performance Testing Pitfalls 
 

• False Sense of Security
– Tend to accept test results over analysis.
– Problem 1:  Test results are a function of input parameters often not understood.
– Problem 2:  System bottlenecks in testing can generate false conclusions.

• Simulated Load Testing May Not Represent Real World
– Load generation seldom represents actual user environments.
– Relationships between load generation and real world are seldom understood.
– Several system configuration variables can contribute to test anomalies.

• Performance Testing Best Practices
– Model system components and response parameters.
– Validate models based on real-world user loads testing.
– Predict test results from models (hypothesis) before conducting testing.
– Evaluate test results against models and original hypothesis.
– Update models and hypothesis, repeat testing until reaching consensus.

TEST ONLY WHEN YOU THINK YOU KNOW THE ANSWER.
TESTING ONLY CONFIRMS WHAT YOU ALREADY KNOW.

TESTING DOES NOT TEACH YOU WHAT YOU DON’T KNOW.

TEST ONLY WHEN YOU THINK YOU KNOW THE ANSWER.
TESTING ONLY CONFIRMS WHAT YOU ALREADY KNOW.

TESTING DOES NOT TEACH YOU WHAT YOU DON’T KNOW.
 

 
Performance testing can be expensive and the results misleading.  Initial system deployments normally need to 
be tuned and optimized to achieve final performance goals.  System performance bottlenecks are normally 
identified and resolved during the initial deployment.  Early application development focuses primarily on 
functional requirements, and performance tuning is not complete until the final release.  Actual user workflow 
environments are difficult to simulate, and test environments seldom replicate normal enterprise operations. 
 
The scientific method introduced with grade school science fair projects demonstrates fundamental best 
practices that directly apply to system performance testing.  Performance testing should only be conducted to 
validate a hypothesis (something you think you know).  The primary objective of a performance test is to 
validate the hypothesis (confirm what you know).  The test is a success only if it proves the hypothesis (testing 
does not teach you what you don't know). 
 
Initial performance testing results often fail to support the test hypothesis.  With further analysis and 
investigation, test bottlenecks and/or improper assumptions are identified that change the test results.  
Performance testing is only successful if it validates the test hypothesis. 
 
Performance testing is best conducted during the initial production deployment.  During this phase, real users 
doing real workflow can generate a real user environment.  Critical system components should be monitored 
during the initial deployment to identify processing bottlenecks and resolve system conflicts.  Initial 
deployment acceptance should include validation that user workflow performance needs are met. 
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10.5 Management 
 
Basic project management practices promote implementation success.  Project teams should be established, 
individuals should be assigned specific responsibilities, a task plan should be developed to support 
implementation planning, a configuration control plan and change control process should be established, and an 
implementation schedule should be published to support project deployment milestones. 
 
A system architecture design can provide the framework for establishing an implementation plan.  The 
implementation plan should be developed after final selection of the hardware vendor solution.  Figure 10-7 
provides a typical system deployment schedule.  Specific decision milestones should be included in the 
schedule and each major task effort clearly identified.  An implementation project manager should be assigned 
to make sure all tasks are well defined and every participant has a clear understanding of his/her responsibilities.  
A clear set of acceptance criteria should be developed for each implementation task and a formal acceptance 
process followed to ensure integration issues are identified and resolved at the earliest opportunity. 
 

Figure 10-7 
Systems Integration Management 

 

Assign project manager responsible for system implementation.  

10.6 System Tuning 
 
System tuning is a critical part of final system integration and deployment.  Initial user requirement planning is 
the first opportunity to begin performance tuning.  Heavy batch processing efforts should be separated from 
interactive user workflows and supported through a separate batch process queue.  System backups and heavy 
processing workloads should be planned during off-peak workflow periods.  System component performance 
metrics should be monitored on a periodic basis particularly during peak workflow periods to 
 
identify performance bottlenecks and address system deficiencies.  Figure 10-8 provides an overview of the 
components supporting an enterprise GIS environment.  Any component has the potential to introduce a weak 
link in the overall system performance equation. 
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Figure 10-8 

System Performance Factors 
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Maintain a Productive Environment.  
 
  Web Mapping Server Performance Tuning   
 
There are variables within the Web Services architecture that can be measured and modified to improve site 
performance.  Figure 10-9 identifies the associated performance measurements and configuration variables 
available in tuning an ArcIMS configuration. 
 

Figure 10-9 
Web Mapping Services Performance Profile 
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Figure 10-10 identifies things you can measure, and how you can modify ArcIMS map services or component 
variables to optimize site performance. 
 

Figure 10-10 
Web Mapping Services Performance Tuning Guidelines 

 
Performance Measure Tuning Options 
Transaction Rate Transaction rate identifies the number of requests supported by the site 

configuration.  Peak transaction rate is the maximum capacity of the site 
to support incoming requests.  Peak capacity can be increased by 
reducing the time required to generate each map service (simpler 
information products) or by increasing the number of cores (more 
processing power).  Sufficient service agent threads should be included to 
take full advantage of the available cores (usually 2–3 threads per core is 
sufficient).  Once cores are fully utilized, additional threads will not 
improve site capacity. 

No. of Requests in Queue Each virtual server acts as a processing queue for inbound requests.  
Requests are held in the queue until there is a service thread available to 
process the request.  If a request arrives and the virtual server queue is 
full, the browser will receive a server busy error.  Queue depth can be 
increased to avoid rejecting browser requests. 

Transaction Service Time This is the time required to process the published service once it has been 
assigned to a service agent for processing.  Long service times can 
significantly reduce site capacity and should be avoided if possible.  
Simple map services (light data and minimum number of layers) can 
significantly improve site capacity. 

Core Utilization Sufficient threads should be configured on the public service agents to 
support maximum core utilization.  Peak site capacity is reached when 
core utilization reaches a peak level (close to 100% utilization).  
Increasing service threads beyond this point without increasing the 
number of core will increase average client reponse time but is not 
recommended. 

Network Traffic Sufficient network bandwidth must be available to support information 
product transport to the client browser.  Network bottlenecks can 
introduce serious client response delays.  Bandwidth utilization can be 
improved by publishing simple map services, keeping image size from 
30 KB to 50 KB, and ensuring sufficient bandwidth to support peak 
transaciton rates. 

Data Server Memory  Sufficient physical memory must be available to support all processing 
and adequate caching for optimum performance.  Memory utilization 
should be checked once the system is configured to ensure more physical 
memory exists than what is being used to support the production 
configuration. 

Data Retrieval Time This is the core processing time on the ArcSDE Server.  Query time can 
be optimized by proper indexing and tuning of the ArcSDE database. 

 
 
ArcSDE Performance Tuning   
 
The ArcSDE database provides the data source for clients and Web services supporting the enterprise 
environment.  Performance issues on the ArcSDE Server can impact the entire system environment.  Figure 10-
11 provides an overview of factors to consider in tuning the ArcSDE database environment. 
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Figure 10-11 

ArcSDE Performance Tuning 
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A good DBA is essential.A good DBA is essential.  
 
 
Some database performance factors relate directly to workflow management, initial database design, and the 
versioning methodology.  Other performance problems can be resolved by rebuilding database indexes, using 
Edit cache during long transactions, or monitoring performance or table statistics to support timely data 
administration and maintenance functions.  In all cases, it is extremely important to have a qualified database 
administrator to support standard performance tuning and administration of the database environment. 
 

10.7 Business Continuance Plan 
 
Every organization should carefully assess the potential failure scenarios within its system environment and 
protect critical business resources against such failures.  Enterprise GIS environments require a significant 
investment in GIS data resources.  These data resources must be protected in the event of a system failure or 
physical disaster.  Business recovery plans should be developed to support all potential failure scenarios.  Figure 
10-12 provides an overview of the different system backup strategies.  A business continuance plan should be 
developed to address specific organizational needs in the event of a system failure or disaster recovery. 
 

Figure 10-12 
Plan for Business Continuance 
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10.8 Managing Technology Change 
Enterprise GIS operations require a combination of strategic planning and a continued investment in 
technology.  Technology is changing very rapidly, and organizations that fail to manage this change fall behind 
in productivity and operational cost management.  Managing technology change is a major IT challenge.   

Enterprise operations should include a periodic cycle of coordinated system deployment.  The planning and 
technology evaluation should occur one periodic cycle ahead of technology deployment, and these efforts 
should be coordinated to support operational deployment needs.  Figure 10-13 identifies a conceptual system 
architecture planning and deployment strategy for technology change management. 
 

Figure 10-13 
System Architecture Design Strategic Planning 
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 Planning and Evaluation.  Planning activities should be established on a periodic cycle, coordinated 
to support the organization's operational and budget planning needs.  Strategic plans should be updated 
to support a multiyear deployment strategy and published on an established periodic basis (normally on 
an annual cycle). 

The planning and evaluation process should include a requirements evaluation (strategic plan update), 
technology refresh (training and research), requirements analysis (process and requirements review), 
test and evaluation (evaluate new technology alternatives), and prototype validation (pilot test 
programs).  Efforts should be planned on a schedule to support the annual system deployment upgrade 
cycle. 

 System Deployment.  Operational system upgrades should be planned on a periodic cycle, scheduled 
to implement validated operational enhancements from the planning and evaluation program.  System 
deployment phases should include initial implementation (implementing changes in an operational test 
environment) to support deployment authorization.  The program should also include planned 
schedules for new technology procurement and deployment on a periodic schedule (normally on an 
annual cycle).  All production system upgrades should be planned and scheduled with full support for 
ongoing operations. 

 
10.9 Conclusion 
Successful implementation depends on a good solid design, appropriate hardware and software product 
selection, successful systems integration, and careful incremental evaluation during installation.  A phased 
approach to implementation reduces project risk and promotes success, providing the opportunity for early 
success and flexibility to incorporate new technology at low risk prior to final system delivery.  Guidelines are 
available to support a successful system design, even for large complex systems.  Final purchase decisions are 
influenced by both operational requirements and budget limitations, introducing unique challenges for system 
design.  Good leadership, qualified staff, and proven standard practices support successful deployments. 
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Attachment A—System Architecture Design for GIS Course 
 

Overview 

This three-day course introduces a proven system 
architecture design methodology for developing 
successful GIS design and implementation 
techniques. This methodology was developed and 
tested during years of successful ESRI system 
design consulting efforts. The objective of this 
course is to share this methodology to help users 
improve performance of existing and future GIS 
environments. The system design models, 
configuration guidelines and capacity planning 
tools provide class participants with a proven path 
to successful GIS solutions. Lectures and hands-on 
exercises help those responsible for GIS system 
architecture decisions select a system design that 
will support GIS user performance requirements. 

Audience 

System Architecture Design for GIS will appeal to 
those in charge of developing and maintaining 
hardware or software systems designs and to those 
in the business of supporting software or 
application development and technical marketing 
for system design, testing, and configuration of 
client solutions. It also provides an excellent 
conceptual framework for anyone in the position of 
supporting and securing GIS hardware or software 
solutions. Senior architecture consultants will 
benefit from the GIS design methodology 
presented, while GIS managers will come away 
with a better understanding of system architecture 
and hardware selection criteria. 

Goals 
•  Understand the relationships that are available 

to support successful GIS solutions. 

•  Learn where ESRI software solutions fit in an 
evolving GIS environment. 

•  Learn how to integrate ESRI software in a 
distributed enterprise environment. 

•  Learn how to provide high-performance 
remote user access requirements. 

•  Understand the prerequisites and 
recommendations that must be completed 
before selecting hardware solutions. 

•  Learn how to summarize user requirements to 
support system architecture design. 

•  Identify system components that contribute to 
application performance. 

•  Learn how to select an optimum enterprise 
design solution. 

•  Learn how to identify relative performance of 
Windows and UNIX platforms. 

•  Learn how to use capacity planning tools for 
selecting appropriate hardware technology. 

•  Learn practical design guidelines for network 
communications. 

•  Understand the process for conducting a 
system design review and selecting a 
distributed GIS hardware solution. 

Topics covered 

•  System design process 
•  GIS software solutions 
•  Network communications 
•  GIS product architecture 
•  Enterprise Security 
•  Data Administration 
•  System sizing fundamentals 
•  System sizing tools 
•  GIS user needs 
•  System implementation 

Prerequisites and recommendations 

Registrants should have an interest in 
understanding GIS product architecture and how 
today's computer technologies can support 
successful GIS solutions.  

Class available at ESRI training centers. 

Fixed price for on-site training available upon 
request. 
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Course Outline  System Architecture Design Strategies 

DAY ONE 
System design process 
•  What is system architecture design 
•  Why is system design important  
•  System design process overview 
•  Supporting technologies overview 
•  System design support efforts 

GIS software solutions 
•  GIS Software Evolution 
•  ESRI Product Family 
•  GIS Architecture Evolution 
•  Federated Systems 
•  Service Oriented Architecture 
•  System Architecture Options 
•  Software Migration Strategies 

Network communications 
•  Types of networks 
•  Client/Server communications 
•  GIS Network Protocols 
•  Network Transport Performance 
•  System Performance Latency 
•  Network configuration guidelines 
•  Web Services Network Performance 
•  Network Design Planning Factors 

GIS product architecture 
•  GIS multi-tier architecture 
•  GIS applications 

– ArcInfo, ArcView, MapObjects  
•  Data management solutions 

– GIS file servers, ArcStorm™, Spatial Database 
Engine 

•  Remote access solutions 
– UNIX application servers, Windows Terminal 

Servers, Internet Map Servers 
•  Web Services Architecture 
•  Web Services Configuration Strategies 

Enterprise Security 
•  Security Threats 
•  Security in Depth Strategy 
•  Web Security 

DAY TWO 

Data Administration 
•  Data Protection 
•  Data Migration 
•  Database Replication Services 
•  Geodatabase Versioning 
•  Disconnected GIS Operations 
•  Distributed Geodatabase Replication 

System Sizing Fundamentals 
•  Understanding the Technology 
•  System Performance Profile 
•  Performance Testing Baseline 
•  System Performance Profiles 

- ArcGIS Desktop 
- ArcIMS Image and ArcMap Image Services 
- ArcGIS Server Map Services 

•  Capacity Planning Framework 
•  ArcGIS Desktop Sizing Models 
•  GIS Data Server Sizing Models 
•  Real ArcGIS Workflow Models 
•  Web Services Sizing Models 

DAY THREE 
Platform Sizing Tools 
•  Vendor Platform Performance Benchmarks 
•  ArcGIS Workstation Specifications 
•  Vendor Hardware Performance and Capacity 

- Windows Terminal Server 
- ArcIMS Image and ArcMAP Image Services 
- ArcGIS Server Map Services 
- GIS File Servers 
- Geodatabase Servers 

•  Platform Vendor Hardware Selection 

GIS User Needs 
•  User Workflow Loads Analysis 
•  User Needs Templates 
•  Capacity Planning Framewor 
•  City of Rome Case Study 

- City of Portland Class Exercise 

Putting it all together 

System Implementation 
•  Staffing 
•  System Testing 
•  System Tuning 
•  Managing Technology Change 

Sample City System Architecture Design (take home) 
•  System design review 
•  User needs assessment 
•  System architecture solution 
•  Platform sizing evaluation 
•  Platform vendor selection 
•  Network design specifications 
 
 

Students received a copy of the Excel Workbook version 
of the capacity planning tools used during the class 
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ADF Application Development Framework 
AML ARC Macro Language 
API application program interface 
ASC application server connect 
ASP application service provider 
CF ColdFusion 
CIFS Common Internet File Services 
COTS commercial off-the-shelf 
DC direct connect 
DCOM Distributed Component Object Model 
DMZ demilitarized zone 
DS data source 
EDN ESRI Developer Network 
ETL Extract-Translate-Load 
GB gigabyte 
Gbps gigabits per second 
g.net (regional) geography network 
GIS geographic information system 
HTTP Hypertext Transfer Protocol 
I/O input/output 
ICA independent computing architecture 
IP Internet Protocol 
IPD Information Product 
ISP Internet service provider 
JBOD just a bunch of disks 
Kb kilobit 
KB kilobyte 
Kbps kilobits per second 
LAN local area network 
MAC Media Access Control 
Mb megabit 
MB megabyte 
Mbps megabits per second 
NFS network file server 
NIC Network Interface Card 
ODBC Open Database Connectivity 
RAID redundant array of independent disks 
RDP remote desktop protocol 
SAN storage area network 
SDE Spatial Database Engine 
SM service manager 
SMP Symmetrical Multiple Processor 
SOA service-oriented architecture 
SOAP Simple Object Access Protocol 
SOC Server Object Containers 
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SOM Service Object Manager 
SPEC Standard Performance Evaluation Corporation 
SS spatial services 
SSL Secure Socket Layer 
SSO single sign on 
TCP Transmission Control Protocol 
WA Web applications 
WAN wide area network 
WSE Web services extensions 
WTS Windows Terminal Server 
XML Extensible Markup Language 
 
 
 

 
 


